
Ocean Modelling 171 (2022) 101958

A
r
M
a

b

A

K
L
K
N
O
V

1

e
u
s
a
t
r
t
l
a
1
d
m
u
t
e
C
2
M
2
a

h
R
A
1

Contents lists available at ScienceDirect

Ocean Modelling

journal homepage: www.elsevier.com/locate/ocemod

new K-profile parameterization for the ocean surface boundary layer under
ealistic forcing conditions
iguel Solano a,∗, Yalin Fan b

The University of Southern Mississippi, Stennis Space Center, MS, United States of America
US Naval Research Laboratory, Stennis Space Center, MS, United States of America

R T I C L E I N F O

eywords:
angmuir turbulence
PP
COM
cean surface boundary layer
ertical mixing

A B S T R A C T

In this study, we present a new parameterization for the enhancement of vertical mixing brought by the
inclusion of the Stokes drift for the turbulent mixing schemes in ocean circulation models. The new scheme
(KPP-LT) uses the K-Profile Parameterization (Large et al., 1994) as a template, and attempts to include the
effect of the penetration decay scale of the Stokes drift (𝛿) and the misalignment between the wind stress
and Stokes drift (𝜃𝑤𝑤). The effect of the wind–wave angle of misalignment is guided by a set of idealized
Large Eddy Simulations (LES) and the Langmuir Turbulence (LT) parameterization is developed based on LES
of the ocean surface boundary layer at Ocean Weather Station Papa, for a period of 20 days under observed
atmospheric and oceanic conditions. The KPP-LT model is implemented in the Navy Coastal Ocean Model
(NCOM) and compared to in situ oceanographic measurements, LES and other Second Moment Closure (SMC)
schemes available in NCOM, namely the model of Kantha and Clayson (2004) and Harcourt (2013, 2015).
Comparisons with temperature observations suggest better performance of the KPP-LT model over SMC models
within the boundary layer, which are supported by comparisons of inertially averaged eddy viscosity profiles
estimated from LES.
. Introduction

Ocean models based on the Reynolds Averaged Navier Stokes (RANS)
quations use turbulence parameterizations to model the effect of
nresolved motions on the mean flow. Turbulence models aimed at
imulating the dynamics of the upper ocean determine the extent
nd relative influence that surface fluxes (heat and freshwater) and
emperature distributions have on turbulent motions and how these
edistribute momentum and heat. In the past few decades Langmuir
urbulence (LT) has been recognized as an important source of turbu-
ent energy in the upper ocean, significantly affecting the mean velocity
nd scalar flux profiles within the mixed layer (McWilliams et al.,
997, 2012). Although LT is now regarded as a contributing and often
ominant factor driving turbulent processes that transport heat and
omentum in the upper layers of oceans and lakes, global simulations
sing different LT closure schemes show significant discrepancies in
he resulting temperature distributions (Li et al., 2019). Several differ-
nt parameterizations have been proposed based on Second Moment
losure (SMC) models (e.g., Kantha and Clayson, 2004; Harcourt,
013, 2015) and models based on the K-Profile Parameterization (KPP;
cWilliams and Sullivan, 2000; Smyth et al., 2002; Van Roekel et al.,

018; Li and Fox-Kemper, 2017) to simulate the effects of LT. This study
ims to assess the performance of different turbulent parameterization
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models that seek to simulate the effects of LT using the Navy Coastal
Ocean Model (NCOM) under realistic forcing conditions, and propose
a parameterization for the enhancement (i.e., the additional turbulent
mixing) of the turbulent eddy viscosity in the presence of LT based on
Large Eddy Simulations (LES) forced by observed wind and waves. The
proposed model presented here (hereafter KPP-LT) is based on the KPP
model (Large et al., 1994) as well as subsequent model improvements
that account for LT (e.g., Smyth et al., 2002; Li and Fox-Kemper,
2017), and further attempts to take into account the effects of wind–
wave angle of misalignment (Van Roekel et al., 2012) and Stokes drift
decay scale (Kukulka and Harcourt, 2017). We find that the effect of
misaligned Stokes drift and wind direction has significant impact on
the diagnosed eddy viscosity profiles in idealized LES under weakly
convective conditions. This is obscured in realistic LES configurations
where strong convection is often dominant over LT, but important
differences in turbulent intensities are still observed between aligned
and misaligned wind–waves in realistic LES experiments (Fan et al.,
2020). To assess the overall performance of the models, results are
validated with observed sea surface temperature (SST) and mixed
layer depth (MLD), which provide a bulk measure of the total mixing
strength. However, we also emphasize the shape and magnitude of iner-
tially averaged eddy viscosity profiles to elucidate local mixing effects,
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especially in contrast to SMC models. Although we recognize that non-
local transport effects are important, we focus on local transport since
the models considered here formulate fluxes as downgradient (Large
et al., 2019a,b).

A drawback of some turbulence closure models attempting to simu-
late the effects of LT in the ocean is the use of idealized LES experiments
in the development of the model parameterization and tuning of model
constants. These approximations are useful because they significantly
reduce the complexity of ocean dynamics that facilitates the develop-
ment of turbulence parameterizations and are necessary in understand-
ing the dynamics of turbulent components individually. However, in
practice ocean models using turbulence parameterizations developed
under idealized conditions are expected to simulate ocean dynamics
under realistic forcing conditions accurately with the implication that
the ocean model solution is only weakly affected by these approxima-
tions. For example, the model developed by Kantha and Clayson (1994,
2004) tunes its constants to constant forcing simulations. In contrast,
KPP models are more empirical in nature, using ocean observations to
tune model constants. For example, the KPP of Large et al. (1994) uses
Ocean Weather Station Papa (OWS-P) data in the original formulation.
By tuning model constants to match observations the KPP scheme also
has the downside of obscuring physically relevant effects, such as LT,
which results in ocean models including unknown effects implicitly.
Additionally, turbulence models may be biased towards the conditions
under which they were developed, for example the LT parameterization
by Reichl et al. (2016) that aims to simulate the dynamics of the
ocean under hurricane conditions in which rapid ML deepening is
expected yields good results under those conditions but significantly
overestimates the mixed layer deepening in global simulations (Li et al.,
2019). Therefore, turbulence models may benefit from being developed
and tuned under the conditions that they are expected to simulate.
Due to the large computational cost associated with high-resolution LES
simulations, we choose to follow similar studies (Large et al., 2019a)
to test and tune our parameterization under a wide range typical
oceanic forcing conditions using surface fluxes computed from in situ
observations.

More recently numerical LES experiments have addressed some
of the complexities of ocean conditions, namely characterizing waves
from an observed spectrum, non-constant wind forcing, and misaligned
wind–waves. Failing to account for directional wave spreading and
multidirectional wave effects can lead to overestimating the mean
Stokes drift magnitude by 20%–40%, in addition to a directional veer
with depth (Webb and Fox-Kemper, 2015). Characterizing broadband
waves with a Langmuir number based on a Stokes drift profile is a
significant complication from a modeling standpoint but appears to
provide sufficient information about the wave forcing to be an effective
independent variable (Large et al., 2019a). Numerical studies under
tropical cyclone conditions show the importance of explicitly including
sea-state dependent impact of LT, especially wind–wave misalignment
(Reichl et al., 2016), and further suggest the use of Lagrangian instead
of Eulerian currents to characterize the combined wind–wave effects
(Van Roekel et al., 2012). Intercomparison of the most recent KPP
modifications (Van Roekel et al., 2018; Li et al., 2019) clearly show
that there is no clear way to characterize wave effects under all possible
situations, and significant uncertainty remains regarding the nonlocal
flux parameterization. Due to these uncertainties, in our study we
choose to focus on the local flux parameterization and follow the
suggestions from recent literature (Van Roekel et al., 2018; Li et al.,
2019; Large et al., 2019a) to test and tune our parameterization under
a wide range typical oceanic forcing conditions using surface fluxes
computed from in situ observations.

This study presents the results of LES experiments at Ocean Weather
Station Papa (hereafter OWS-P), during a 20-day period with a range
of oceanic and atmospheric conditions representative of the combined
Langmuir and convective turbulence dominant in the global ocean (Li
et al., 2019; Fig. 12). The model is initialized by measured temper-

ature and salinity, with surface fluxes computed from observed wind
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and wave measurements. Experiments with and without the effect of
LT are performed to elucidate the enhancement of turbulence in the
presence of the wave generated Stokes drift. These simulations are
used to develop a model for the enhancement of the eddy viscosity
brought by the presence of LT, that is, instead of parameterizing the
eddy viscosity (K) we aim to parameterize the difference in eddy
viscosity (𝛥𝐾) between simulations with and without wave forcing. The
parameterization is based on the non-local KPP scheme (Large et al.,
1994) now commonly used in ocean models, where we reconsider the
original assumptions and approximations made by the authors and how
they stand up to the numerical LES experiments under realistic forcing
conditions. In addition to the enhancement of turbulent energy and
modifications to the turbulent velocity scale (𝑤𝑥) as suggested previ-
ously (McWilliams and Sullivan, 2000; Smyth et al., 2002), McWilliams
and Sullivan (2000) first attempted to account for LT in KPP by intro-
ducing an enhancement factor to the turbulent velocity scale based on
the turbulent Langmuir number 𝐿𝑎𝑡 (McWilliams et al., 1997). Smyth
et al. (2002) improved their scheme by adding a stratification effect
to restrain/magnify the turbulence enhancement under weak/strong
stratification conditions. To account for the effect of misaligned wind
and waves, Van Roekel et al. (2012) proposed a projected Langmuir
number reflecting the effect of wind–wave misalignment angle. While
these studies improved the representation of boundary layer turbulence
in our ocean circulation models, they all suggest enhanced turbulence
with LT under all conditions. In this study, reduced turbulence was
observed at large wind–wave misalignment, thus we attempt to better
represent the effects of the wind–wave angle of misalignment that not
only enhance mixing at smaller angles but can also reduce mixing at
large angles.

NCOM was used by the Naval Oceanographic Office (NAVOCEANO)
for operational global simulations and is still currently used at the
Naval Research Laboratory (NRL) and by the Fleet Numerical Me-
teorology and Oceanography Center (FNMOC) for regional domains.
Through this study, the original KPP scheme (Large et al., 1994) is
implemented in NCOM for the first time, and the implementation will
be validated without the effects of LT or any additional modifications
(Large et al., 1994) against observations. The performance of the
original KPP scheme will also be compared with the Mellor–Yamada
level 2.5 (1982) and the Kantha and Clayson (1994) models. The
new KPP-LT scheme presented here is then compared with other LT
parameterizations, namely the SMC models by Kantha and Clayson
(2004), Harcourt (2015) and the more recent KPP model of Li and
Fox-Kemper (2017). Performance is evaluated by comparing the eddy
viscosity from NCOM with LES estimates, and further validated with
observed SST and MLD.

This paper is organized as follows. Section 2 outlines the method-
ology, idealizations typically made in LES experiments, and their lim-
itations in describing the real ocean. This section also provides a
description of our LES model and experiments, which includes two
simulations at OWS-P under realistic forcing conditions and a set of
idealized simulations forced with different wind–wave misalignment
angles. Section 3 describes the KPP-LT parameterization, including the
relevant physical parameters used and their non-dimensional scaling.
Section 4 presents the results from our NCOM simulations at OWS-P
which include our KPP-LT model, the KPP parameterization of Li and
Fox-Kemper (2017), the SMC models of Kantha and Clayson (2004) and
Harcourt (2015), compared with our LES experiments and observations.
Section 5 presents a summary of this study, our interpretations on the
model results, limitations and future work.

2. Method

A critical component in the study and development of turbulent
parameterizations for the Oceanic Surface Boundary Layer (OSBL) is
the use of LES that explicitly calculates the grid-scale Reynold stresses

and model Sub-Grid Stresses (SGS; Moeng, 1984). LES that solve the
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phase averaged, Craik–Leibovich, equations have been shown to quanti-
tatively simulate important characteristics of LT observed in the ocean,
namely decreased downwind mean shear (𝜕𝑧𝑢) (e.g., Price and Sunder-
meyer, 1999), an increase of near-surface crosswind/wave normalized
turbulent kinetic energy (TKE; (𝑣𝑟𝑚𝑠∕𝑢∗)2; e.g., Gargett et al., 2004)
and mixed layer vertical TKE ((𝑤𝑟𝑚𝑠∕𝑢∗)2; e.g., D’Asaro, 2001), thus
providing a good benchmark for parameterizations used in large scale
circulation models (Zikanov et al., 2003). Idealized LES studies have
been used to characterize LT under a wide range of oceanic conditions,
including steady moderate winds with weakly convective surface forc-
ing (Skyllingstad and Denbo, 1995; McWilliams et al., 1997; Li et al.,
2005), tropical cyclones (Sullivan et al., 2012; Reichl et al., 2016) and
very strong swells (McWilliams et al., 2014). In this study we emphasize
the importance of using observed oceanic and meteorological condi-
tion in LES simulations for the purpose of parameter development for
turbulence closure models.

2.1. Large eddy simulations

The LES model used here solves the filtered Craik–Leibovich (Craik
and Leibovich, 1976) momentum and continuity equations:

𝐷𝑢
𝐷𝑡

+ 𝑓𝑧̂ ×
(

𝑢 + 𝑢𝑠
)

= −∇𝜋 − 𝑔𝑧̂
(

𝜌
𝜌0

)

+ 𝑢𝑠 × 𝜔⃗ + 𝑆𝐺𝑆 (1)

𝐷𝜌
𝐷𝑡

+ 𝑢𝑠 ⋅ ∇𝜌 = 𝑆𝐺𝑆 (2)

∇ ⋅ 𝑢 = 0 (3)

here 𝑔 is the gravitational acceleration, 𝐷∕𝐷𝑡 = 𝜕𝑡+𝑢 ⋅∇. The Eulerian
elocity vector is denoted by 𝑢 = (𝑢, 𝑣,𝑤), the resolved vorticity is

𝜔⃗ =
(

𝜔𝑥, 𝜔𝑦, 𝜔𝑧
)

= ∇ × 𝑢, the Stokes drift velocity is 𝑢𝑠 = (𝑢𝑠, 𝑣𝑠, 0), 𝜌 is
the water density with 𝜌0 being its reference density, 𝑓 is the Coriolis
arameter, 𝜋 = 𝑝∕𝜌0+

1
2

[

|

|

𝑢 + 𝑢𝑠||
2 − |

|

𝑢|
|

2
]

is a generalized pressure and 𝑧̂
enotes the vertical coordinate. The prognostic equation for the subgrid
cale (SGS) model in the LES takes the same form as the turbulent
inetic equation except the fluxes are parameterized instead of being
esolved. The details on the SGS model can be found in Sullivan et al.
2007) and the Appendix.

.2. Model idealizations

In the context of turbulent parameterizations for the OSBL three
pproximations are commonly used in LES experiments seeking to
nderstand the effects of LT: steady-state surface forcing, monochro-
atic waves and aligned wind–wave directions. Experiments using

teady-state surface forcing of heat and momentum fluxes seek equilib-
ium solutions to understand the individual contributions from shear,
onvection and LT to the total TKE budget and their effects on the equi-
ibrium velocity and temperature distributions. Although quasi steady
tates have been observed in the ocean their persistence over long
erm periods is questionable. Consequently, LES experiments assuming

steady-state surface forcing are mostly useful from a theoretical
tandpoint but have limited applicability to the real ocean. In the study
f Kantha and Clayson (Kantha and Clayson, 2004), the authors repli-
ate the idealized conditions in the LES experiments by McWilliams
t al. (1997) in order to tune the model parameter (𝐸6), which sets
he relative contribution of the Craik–Leibovich Vortex Force term in
he prognostic equation for 𝑞2𝑙 and consequently the turbulent eddy
iscosity (𝐾𝑚 = 𝑆𝑚𝑞𝑙), where 𝑆𝑚 is a stability function for momentum,
is the turbulent velocity scale and 𝑙 is the turbulent length scale

Mellor and Yamada, 1982; Harcourt, 2015). When setting 𝐸6 = 1, both
KE and dissipation levels agree well with LES results by McWilliams,
ut the turbulent eddy viscosity is underestimated. Kantha and Clayson
2004) choose to set 𝐸6 = 7.2 (see Kantha et al., 2010) in order to match
he turbulent eddy viscosity to LES estimated values, presumably over-
stimating TKE and dissipation levels. While tuning the model constants

or the Mellor–Yamada level 2.5 model (Mellor and Yamada, 1982), the

3

asis of all general length scale models (Umlauf and Burchard, 2003)
uch as the model by Kantha and Clayson (2004), the authors warn that
bias to any one set of data will result in that set being well predicted
hile being less skillful for other sets. Invoking steady surface forcing

s therefore useful in the development of turbulent parameterizations
o provide a theoretical framework from the equilibrium solutions and
ow-order statistics, but ultimately ocean models should be tuned under
ealistic surface conditions to avoid possible biases towards the (unreal-
stic) stationary state. Although the stationary (i.e. time-independent)
olution is certainly important and physically relevant, ocean models
re significantly affected by the transient conditions ubiquitous in the
eal ocean.

Another idealization commonly made in LES experiments to study
T is the monochromatic wave approximation that facilitates the esti-
ation of the Stokes drift. Even in this idealized form, a surface gravity
ave field as a steady, monochromatic, deep-water wave (equation. 2.4

n McWilliams et al. (1997)), the Stokes drift (𝑢𝑠) is a function of two
ariables: the surface Stokes drift (𝑈𝑠) and its wavelength (𝐿 = 2𝜋∕𝑘; k
s the wave number) with the implication that the Stokes drift profile
an only be uniquely defined by using a minimum of two parameters.
onsequently, the turbulent Langmuir number (𝐿𝑎𝑡 =

√

𝑢∗∕𝑈𝑠), where
𝑢∗ is the water side friction velocity, is apt to characterize the effects of
LT under this idealization (i.e., monochromatic waves), but shows no
explicit sensitivity to the Stokes drift decay scale or the angle between
Stokes drift and wind stress. In contrast, the Hoenikker number defined
as 𝐻𝑜 = 4𝐵0∕𝑈𝑠𝛿𝑢2∗ (Li et al., 2005), where 𝐵0 is the surface buoyancy
flux and 𝛿 = (2𝑘)−1 is the Stokes drift decay scale (or e-folding scale,
also referred to as penetration depth), does take into account the
wavelength through 𝛿 to measure the relative effects of convective
and Langmuir turbulence. The monochromatic wave approximation
has been made mostly on grounds of simplicity and the assumption
that turbulence dynamics in the OSBL are only weakly dependent on
the dimensionless depth ratio 𝑘ℎ (Li et al., 2005), where 𝑘 is the
wavenumber of a monochromatic wave with Stokes drift decay length
𝛿, and ℎ is the boundary layer depth (BLD). However, more recent
studies (McWilliams et al., 2014; Kukulka and Harcourt, 2017) show
important differences in turbulent statistics and buoyancy entrainment
rates between short equilibrium wind–waves and longer swell waves.
LES experiments of LT in pure wind seas (Harcourt and D’Asaro,
2008) show that using a scale-equivalent monochromatic wave does
not accurately reproduce the results using a full-surface wave spec-
trum with the same penetration depth. In their study, Harcourt and
D’Asaro suggest a surface layer-averaged Langmuir number (𝐿𝑎𝑆𝐿) to
consider the different penetration depths of the Stokes drift, estimated
from both monochromatic and broadband spectra. Further numerical
experiments show that under nonequilibrium swell conditions the OSBL
does not restratify despite low wind and strong solar radiation (Kukulka
et al., 2013) and wind–wave equilibrium can significantly affect the
vertical distribution of passive buoyant tracers through near-surface
enhanced TKE due to wave breaking and LT (Kukulka and Brunner,
2015). Therefore, turbulence models developed and tuned under the
assumption of a monochromatic wave field cannot be expected to
perform well in the real ocean, and the non-dimensional numbers used
to characterize LT under these idealized conditions have significant
limitations in characterizing LT under realistic forcing conditions.

Perhaps the most commonly used approximation in LT parameter-
izations is the assumption that the wind stress and Stokes drift act in
the same direction. In this approximation the waves are assumed to
be in equilibrium with the local wind (i.e., 𝐶𝑝∕𝑈10 = 1.2), where 𝐶𝑝
s the phase speed of the waves at the peak of the wave spectrum
nd 𝑈10 is the wind velocity at 10 m height. The wave number is
sually used to estimate the Stokes drift when there is no observed or
odeled data of the wave field. However, surface gravity waves often
ropagate long distances in form of swells where the wind is rarely
n equilibrium with the waves (Hanely et al., 2010). LES experiments
n swell show an amplification of the Lagrangian-mean current, an
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enhancement of the turbulent variance and buoyancy entrainment rate
from the pycnocline compared to an equilibrium wind–sea (McWilliams
et al., 2014). The relative importance of wind and wave directions is
obscured by the difficultness in measuring turbulent shear and Stokes
drift simultaneously, but the study of Kantha et al. (2010) suggests a
scaling proportional to the dot product of Stokes drift and wind stress at
the surface. LES experiments simulating the effect of misaligned Stokes
drift and wind direction show that the axial direction and rotation
of the Langmuir cell pairs changes significantly with the wind–wave
angle, as well the vertical variance and scaling of the turbulent Lang-
muir number (Van Roekel et al., 2012). These findings are supported
by LES experiments of tropical cyclones, which show that misaligned
winds and waves result in vertical momentum fluxes that counter the
gradient of the Stokes drift so that the potency of LT depends on
the turbulent Langmuir number, the wind-Stokes drift alignment and
the relative penetration scale (𝑘ℎ) of the Stokes drift (Sullivan et al.,
2012). Attempts to include the effect of wind–wave misalignment in
LT parameterizations suggest the use of the Lagrangian velocity (𝑢𝐿 =
𝑢𝑠 + 𝑢) and shear to direct part of the momentum flux down the Stokes
shear (McWilliams et al., 2012; Reichl et al., 2016).

2.3. LES at OWS-P

The first set of LES experiments consists of two simulations at OWS-
P, one with the effect of LT, and the other without the effect of LT.
Unless otherwise specified, simulations with the effect of LT will be
labeled ‘‘LT’’. For example, the difference in eddy viscosity between
simulations with LT and without LT are computed as 𝛥𝐾 = 𝐾𝐿𝑇 − 𝐾,
where the eddy viscosity from simulations without LT are subtracted
from simulations with the effect of LT.

OWS-P is located 850 miles off the British Columbia, Canadian coast
at 145◦𝐸 and 50◦𝑁 . Simulations span a period of 20 days, starting on
November 14, 2011 at 1 UTC and ending on December 4, 2011 at 1
UTC. The horizontal domain is set to be 300 m in both directions, which
is 4–5 times of the mixed layer depth that varied between 60 m to
80 m during our simulation period and thus is wide enough to permit
multiple coherent largest scale structures to develop independent of the
periodic side wall boundary conditions imposed. The vertical extent of
the domain is 200 m, which is more than twice of maximum mixed
layer depth and thus can permit a smooth transition between the
turbulent and stably stratified layers below. A vertical grid with 128
grid points stretched towards the surface starting at 0.2-meter depth is
used to better resolve the surface fluxes and the rapid vertical decay of
the Stokes drift profiles.

The model starts from rest (𝑢 = 0) with temperature and salinity
profiles initialized from measurements at 17 levels from 1 meter to 300
meters depth, which are linearly interpolated to the vertical grid. Both
temperature and salinity profiles at initialization are vertically uniform
in the upper 60 meters with a sharp thermocline/halocline at the base
of the mixed layer. Hourly wind stress (𝜏) was calculated from observed
10-m winds using the vectorized COARE 3.5 algorithm modified from
Fairall et al. (2003), and net heat flux (Q) was computed using the
sensible and latent heat fluxes from the COARE 3.0 bulk algorithm as
well as observations of the net shortwave and longwave radiation.

Concurrent detailed two-dimensional wave spectra, 𝐸 (𝜎, 𝜃), were
collected near ocean station papa by the Applied Physics Laboratory
at the University of Washington using a 0.9 m Datawell directional
waverider (Thomson et al., 2013). Where 𝜎 and 𝜃 are the frequency
and direction of the spectra. The hourly Stokes drift profile time series
were computed following Kenyon (1969):

𝑢𝑠 (𝑧) = 2∬ 𝜔𝑘⃗𝐸 (𝜔, 𝜃) 𝑒−2𝑘𝑧𝑑𝜎𝑑𝜃 (4)

where 𝑘⃗ is the wave number vector of the spectra.
Surface fluxes and Stokes drift are shown in Fig. 1 along with the

wind–wave angle of misalignment (𝜃 ) and Stokes e-folding depth (𝛿).
𝑤𝑤

4

Note that during this 20-day period wind stress ranges between 0 and
1.2 Pa (0–25 ms−1) and heat flux ranges from −450 Wm−2 (strongly
convective) to 175 Wm−2 (stable) providing a wide range of surface
forcing conditions for testing our model. The dashed lines in Fig. 1
indicate the 10 inertial periods (𝑇 1–𝑇 10) from November 16 at 07:12
UTC to November 22 at 19:25 UTC used to guide our parameterization,
which is then tested for the entire 20-day period.

2.4. LES with varying wind–wave angles

The second set of LES experiments consists on a suite of idealized
experiments with wind–wave misalignment angles ranging from 0 to
135 degrees, used to guide the LT parameterization under different an-
gles of misalignment. Stratified ocean initial conditions are prescribed
for the idealized experiments with a constant density layer in top 20 m.
Below that layer, stable stratification of 𝑑𝜃∕𝑑𝑧 = 0.01 K/m is prescribed
with a constant thermal expansion coefficient 𝛼 = 2 × 10−4 K−1.

onstant forcing is applied for all experiments following McWilliams
t al. (1997) with wind stress 𝜏 = 0.037 Nm−2 (corresponding to a
ind speed of about 5 m s−1), a weak heat flux into the ocean of
= −5 Wm−2, and a Stokes drift profile from a sinusoidal wave with

n amplitude of 0.8 m and length of 60 m corresponding to Stokes drift
ith surface value of 𝑈𝑠 = 0.068 m s−1. This implies a 𝐿𝑎𝑡 equal to 0.3.

The 𝒙̂ direction in the model is defined as the along-wind direction. The
boundary layer environment is uniformly rotating for all experiments,
with 𝑓 = 8.5867 × 10−5 s−1, corresponding to 36.17◦ 𝑁 latitude. All
model runs are spun up from rest to a statistical equilibrium state after
one inertial period (∼20.3 h). For more details on this set of simulations
the reader is referred to Fan et al. (2020).

2.5. TKE budget

We start by considering the TKE budget to gain insight on the
relative importance of each term responsible for vertical mixing. The
horizontal domain averaged TKE equation can be written as:
𝜕𝑒
𝜕𝑡

= 𝑇𝑡 + 𝑃𝑠ℎ𝑒𝑎𝑟 + 𝑃𝑏𝑢𝑜𝑦 + 𝑇𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 + 𝑃𝑆𝑡𝑜𝑘𝑒𝑠 − 𝜀 + 𝑆𝐺𝑆 (5)

here,

𝑡 = −1
2

⎛

⎜

⎜

⎜

⎝

𝜕
⟨

𝑢′2𝑤′
⟩

𝜕𝑧
+

𝜕
⟨

𝑣′2𝑤′
⟩

𝜕𝑧
+

𝜕
⟨

𝑤′2𝑤′
⟩

𝜕𝑧

⎞

⎟

⎟

⎟

⎠

is the turbulent

transport term,

𝑃𝑠ℎ𝑒𝑎𝑟 = −
⟨

𝑢′𝑤′⟩ ⋅
𝜕 ⟨𝑢⟩
𝜕𝑧

−
⟨

𝑣′𝑤′⟩ ⋅
𝜕 ⟨𝑣⟩
𝜕𝑧

is the shear production term,

𝑃𝑏𝑢𝑜𝑦 = 𝛼𝑔
⟨

𝜃′𝑤′⟩ − 𝛽𝑔
⟨

𝑠′𝑤′⟩ is the buoyancy production term,

𝑇𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 = − 1
𝜌0

𝜕 ⟨𝑝′𝑤⟩

𝜕𝑧
is the pressure transport term,

𝑃𝑆𝑡𝑜𝑘𝑒𝑠 = −
⟨

𝑢′𝑤′⟩ 𝜕𝑢𝑆𝑥

𝜕𝑧
−
⟨

𝑣′𝑤′⟩ 𝜕𝑢𝑆𝑦

𝜕𝑧
is the Stokes production term,

e is the total TKE, 𝜀 is the kinetic energy dissipation rate, and 𝑆𝐺𝑆 is the
subgrid-scale contribution. The angle bracket in the above equations
represents horizontal domain average, the superscript prime denotes a
departure from the mean value.

The TKE budget for the LES experiments with and without the effect
of LT at OWS-P are shown in Fig. 2, averaged over the ten inertial peri-
ods shown in Fig. 1. In the absence of LT, the balance is between shear
production, buoyancy and dissipation, but in the presence of LT Stokes
production becomes the dominant source of energy at the surface,
followed by shear production, while transport terms that are negligible
in simulations without LT now play a minor role. The contribution
from shear production when LT is present decreases because vertical
gradients of velocity decrease faster than the increase in turbulent
fluxes, commonly referred to as the ‘‘anti-Stokes’’ effect (Haney, 2015;
Pearson et al., 2018). The turbulent transport and pressure terms are
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Fig. 1. Surface forcing at OWS-P. From top to bottom: wind stress (𝜏), net heat flux (𝑄), surface Stokes drift (𝑈𝑠), wind–wave angle (𝜃𝑤𝑤), Stokes drift e-folding depth (𝛿). The
dashed lines show the period used to compute inertial averages (labeled T1 to T10).
Fig. 2. Vertical Turbulent Kinetic Energy budget at Ocean Weather Station Papa from the LES model averaged over 10 inertial periods (6.5 day period). (Left) Without LT. (Right)
With LT. Each term of the budget specified in the label is defined in Eq. (4).
also significantly larger in the simulation with LT while the dissipation
is slightly reduced, suggesting that the excess of available energy at the
near surface is transported downwards instead of being dissipated at the
surface. At the surface, Stokes production is the largest source of TKE
but buoyancy term is dominant in the bulk of the mixed layer, which
is easier to observe in a linear plot (not shown). Buoyancy production
also increases slightly, suggesting Stokes shear and buoyancy work
together to increase vertical mixing. Using these model results and
dimensional analysis, we now consider various physical parameters
that may contribute to the enhanced vertical mixing by LT.
5

3. Langmuir turbulence parameterization

In this study, we aim to parameterize the enhancement in vertical
mixing brought by the inclusion of LT in turbulent models which al-
ready account for shear and convection. Hence, our variable of interest
is 𝛥𝐾 = 𝐾𝐿𝑇 −𝐾 where 𝐾𝐿𝑇 is the eddy viscosity in the presence of LT
and 𝐾 is the eddy viscosity due to shear and convection only. Posing the
problem in this manner allows this parameterization to be added to any
already existing turbulent closure model that neglects the effect of LT.
Additionally, under certain conditions the difference in eddy viscosity
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is allowed to be negative for cases in which the presence of the Stokes
drift reduces the turbulent intensity.

We model the eddy viscosity without the effect of LT exactly as in
Large et al. (1994):

𝐾(𝜎) = ℎ𝑤𝑚 (𝜎)𝐺(𝜎) (6)

Where ℎ is the BLD, 𝑤𝑚 is a turbulent velocity scale, 𝐺 is a nondi-
ensional shape function and 𝜎 = 𝑧∕ℎ is a nondimensional vertical

coordinate that varies from 0 at the surface to 1 at the base of the
boundary layer, where 𝑧 is the distance from the surface. Eq. (6) is
a common way to calculate eddy viscosities and diffusivities in one
equation. In some models the non-local flux is computed differently,
for example in Large et al. (1994) it is zero for momentum but non-
zero for scalars (temperature/salinity). In our study we focus only on
the local (down-gradient) component (K, first term Eq. (7)) and treat
eddy viscosity/diffusivity in the same way, so it is not necessary to
discuss eddy viscosities and diffusivities separately. This also keeps the
Prandtl number unaltered and equal to 𝑤𝑚∕𝑤𝑠 in accordance to Troen
and Mahrt (1986). This is discussed in Appendix B from Large et al.
(1994).

For details of this parameterization the reader is referred to Large
et al. (1994). Note that we implemented the KPP scheme in NCOM as it
was originally presented and did not tune it for our application. Since
the model was also originally tuned to OWS-P observations it provides
a good benchmark for comparison, but this also implies that the effect
of LT is implicitly accounted for to some degree.

For simplicity, we apply the parameterization to both the eddy
viscosity and diffusivity in the same fashion.

3.1. Definitions

First, we provide a formal definition for three important physical
parameters used in the parameterization and model validation: eddy
viscosity, MLD and BLD. The eddy viscosity (diffusivity) is used in
ocean models to parameterize the vertical turbulent momentum (heat)
fluxes as:

𝑤′𝜆′ = −𝐾𝜆𝜕𝑧𝜆 + 𝛤𝜆 (7)

Where (𝑤′𝜆′) refers to the turbulent flux of a quantity 𝜆, which may
e specified for momentum (𝑢′𝑤′, 𝑣′𝑤′) or scalars such as temperature

(𝑤′𝜃′), 𝜕𝑧𝜆 is the mean vertical gradient and 𝛤𝜆 represents any flux not
roportional to the local gradient (Li et al., 2019). For the purposes
f this study the eddy viscosity (K) refers specifically to the turbulent
omentum flux, and we diagnose it in LES as the scalar eddy viscosity:

=

√

𝑢′𝑤′2 + 𝑣′𝑤′2

√

(

𝜕𝑢
𝜕𝑧

)2
+
(

𝜕𝑣
𝜕𝑧

)2
(8)

Additionally, we omit the non-local flux 𝛤𝜆 in Eq. (7) following Large
t al. (1994).

The oceanic BLD is defined from a physical standpoint as the limit
o which the largest boundary layer eddies can penetrate in the vertical
irection, which depends on the surface forcing, oceanic buoyancy
𝐵 (𝑧)) and the mean velocity (𝑉 (𝑧) = ‖

‖

𝑢‖
‖

) profiles. In KPP models the
BLD is defined as the smallest distance (𝑧) at which the bulk Richardson
number (𝑅𝑖𝑏) equals a critical value 𝑅𝑖𝑐 ,

𝑅𝑖𝑏 =

(

𝐵𝑟 − 𝐵 (𝑑)
)

𝑧
(

𝑉𝑟 − 𝑉 (𝑧)
)2 + 𝑉 2

𝑡 (𝑧)
(9)

where 𝐵𝑟 and 𝑉𝑟 are the near surface reference buoyancy and velocity
espectively, computed by averaging each respective profile over the
urface layer (ℎ𝑆𝐿 = 𝜖ℎ) and the term 𝑉 2

𝑡 is a velocity scale which
ccounts for the unresolved velocity shear. Note that fluxes should
e about 20% of their surface value at the surface layer depth and
6

approach linearly as z becomes small, which has been taken to be about
10% of the boundary layer depth, a value originally taken from atmo-
spheric boundary layer values (Tennekes, 1973; Large et al., 1994).
We find that this is roughly a good estimate in our simulations and
therefore, we choose to set 𝜖 = 0.1 when computing the near surface
reference buoyancy and velocity in (8). However, when computing the
surface-layer averaged Langmuir number (defined later) the averaging
is taken to be 20% of the mixed layer, in both cases we choose these
definitions to be consistent with the original work (Large et al., 1994).
For all of our analyses we use a critical Richardson number 𝑅𝑖𝑐 = 0.3.
n simulations without the effect of the Stokes drift, the velocity scale
2
𝑡 is parameterized using Eq. (23) from Large et al. (1994):

𝑡 =
𝐶𝑣

(

−𝛽𝑇
)
1
2

𝑅𝑖𝑐𝜅2

(

𝑐𝑠𝜖
)− 1

2 𝑑𝑁𝑤𝑠 (10)

Where 𝐶𝑣 = 1.6 is the ratio of stratification frequency 𝑁 at the interior
and the entrainment depth, 𝛽𝑇 is the ratio of entrainment flux to surface
buoyancy flux, 𝑤𝑠 is the turbulent velocity scale for scalars, and 𝜅 = 0.4
is Von Karman’s constant. In simulations that include the Stokes drift
it is parameterized using Eq. (26) from Li and Fox-Kemper (2017).

𝑉𝑡 =
𝐶𝑣𝑁𝑤𝑠𝑑

𝑅𝑖𝑐

[

0.15𝑤3
∗ + 0.17𝑢3∗

(

1 + 0.49𝐿𝑎−2𝑆𝐿
)

𝑤3
𝑠

]1∕2

(11)

The surface layer averaged Langmuir number (𝐿𝑎𝑆𝐿; Harcourt and
D’Asaro, 2008) is defined as:

𝐿𝑎𝑆𝐿 =
√

√

√

√

𝑢∗
(

⟨

𝑢𝑆
⟩

𝑆𝐿 − 𝑢𝑆𝑟𝑒𝑓
) (12)

here the (𝑢𝑆𝑟𝑒𝑓 ) is a reference velocity equal to the Stokes drift velocity
t −0.765ℎ𝑚, and the surface layer averaged velocity is defined as:

𝑢𝑆
⟩

𝑆𝐿 = 5
ℎ𝑚 ∫

0

− ℎ𝑚
5

𝑢𝑆𝑑𝑧 (13)

As we will discuss later, parameterization of the unresolved Stokes drift
through the velocity scale 𝑉 2

𝑡 as suggested by Li and Fox-Kemper (2017)
is essential to estimate the BLD.

Finally, we define the MLD (ℎ𝑚) as the depth at which the tem-
erature changes by 0.20𝐶 from its surface value. In our simulations,
his corresponds roughly to a change of 0.03 kg∕m3 from the surface,
hich shows better agreement in global simulations compared to other

riteria de Boyer Monteǵut et al. (2004). For additional discussion on
he difference between the MLD, BLD and other length scales relevant
o scaling turbulence in the OSBL the reader is referred to Sutherland
t al. (2014) and Pearson et al. (2018). As will be discussed later,
ll KPP parameterizations results show significant sensitivity to the
omputation of the BLD.

.2. Scaling of LT: physical variables

A critical aspect of any model parameterization is to provide the
roper scaling for the phenomena under study, which requires the
dentification of the relevant physical variables affecting the flow. The
ddy viscosity 𝐾 has units of m2∕s, is composed of two fundamental
nits: length and time. Using dimensional analysis, we can express the
nhancement of the eddy viscosity as:

𝐾 = 𝑓 (𝑓1, 𝑓2,… , 𝑓𝑛) (14)

here {𝑓1, 𝑓2,… , 𝑓𝑛} are the most relevant physical variables affecting
he enhancement in vertical mixing in the presence of LT. Accord-
ng to Monin–Obukhov similarity theory, the important turbulence
arameters affecting the surface layer are the distance from the bound-
ry (𝑧) and surface fluxes (𝑤′𝜆′). The contribution from wind-forced

turbulence (𝑃𝑠ℎ𝑒𝑎𝑟) is commonly scaled using the water-side friction
velocity (𝑢 =

√

𝜏∕𝜌 ) and buoyancy production (𝑃 ) is usually scaled
∗ 0 𝑏𝑢𝑜𝑦
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Fig. 3. Scaling of our dimensionless eddy viscosity (𝛱) with (top-left) the turbulent Langmuir number, (top-right) the surface layer averaged Langmuir number, (bottom-left)
dimensionless parameter (𝑢∗∕𝛿𝑆0), and (bottom-right) depth ratio (ℎ𝑚∕𝛿).
using the surface buoyancy flux (𝐵0) or Deardorff’s convective velocity
(𝑤∗ =

(

−𝐵0ℎ
)1∕3). The relevant physical parameters used to describe

the contribution from the Stokes drift (𝑃𝑆𝑡𝑜𝑘𝑒𝑠) is more complicated,
but some LES studies suggest that the wave-forced turbulence should
be scaled with a Langmuir velocity scale (𝑤∗𝐿 =

(

𝑢2∗𝑢𝑠
)1∕3) and a

mixed layer depth ℎ𝑚 (Harcourt and D’Asaro, 2008; Grant and Belcher,
2009). This is in fact the most convenient way to scale the contribution
from the Stokes drift, but it suffers from the same limitation as the
turbulent Langmuir number in that it shows no explicit sensitivity to
the Stokes drift depth scale such that wind (swell) waves with the same
surface Stokes drift associated with shorter (longer) penetration depths
will scale identically. To capture the effect of the Stokes penetration
depth, we choose to scale the contribution from the Stokes drift using
the depth scale (𝛿) and the Stokes shear at the surface (𝑆0). The
stratification is considered through the MLD, so we can express the
dimensional eddy viscosity difference as:

𝛥𝐾 = 𝑓 (𝑢∗, 𝐵0, 𝑆0, 𝛿, ℎ𝑚) (15)

.3. Scaling of LT: dimensionless numbers

In order to find the appropriate dimensionless variables to be used
n the parameterization, we start by non-dimensionalizing our variable
f interest (𝛥𝐾). Since we chose the surface Stokes shear as the most
elevant scale affecting Stokes production, we normalize our eddy
iscosity difference as:

= 𝛥𝐾

(

𝑆0
2

)

(16)

𝑢∗

7

We now seek to scale the surface value of dimensionless eddy viscosity
(𝛱) using the relevant physical parameters in Eq. (15). In Fig. 3, we
show the scaling of our dimensionless eddy viscosity (16) during the ten
inertial periods shown in Fig. 1, with the turbulent Langmuir number
(McWilliams et al., 1997), the surface layer Langmuir number (Har-
court and D’Asaro, 2008), the depth ratio (ℎ𝑚∕𝛿) and the dimensionless
parameter (𝑢∗∕𝛿𝑆0). The turbulent Langmuir number, which provides
a dimensionless ratio between shear and Stokes production at the
surface, is in the range of 0.22–0.37 during the 6.5-day period plotted
in Fig. 3 and the surface layer Langmuir number, which integrates
the Stokes drift over the surface layer, is in the range of 0.35–0.75,
neither of which yields a good scaling with 𝛱 . For short wind–waves
of penetration depths of 𝛿 = 1–2 m, as indicated by the smaller size of
the scatter markers in Fig. 3, show a different scaling than for deeper
𝛿 = 5–8 m waves. A similar scaling is observed with 𝑢∗∕𝛿𝑆0, due to
the fact that 𝑈𝑆 ∼ 1∕𝛿𝑆0 so that this ratio is analogous to the turbulent
Langmuir number. The depth ratio (ℎ𝑚∕𝛿) increases with 𝛱 , suggesting
that the penetration depth is in fact a relevant physical parameter, but
it also fails to scale with 𝛱 as the depth ratio increases over a certain
threshold. To get a better scaling for 𝛱 with we obtain a new parameter
by combining ℎ𝑚∕𝛿 and 𝑢∗∕𝛿𝑆0 to form:
(

𝑢∗
𝛿𝑆0

)(

𝛿
ℎ𝑚

)

=
(

𝑢∗
𝑆0ℎ𝑚

)

= 𝐿𝑎𝑚 (17)

The scaling of this new modified Langmuir number (𝐿𝑎𝑚) with the
surface value of the dimensionless eddy viscosity (16) is shown in
Fig. 4, which shows great improvement over those in Fig. 3. However,
the scaling fails as the wind–wave angle of misalignment increases,
suggesting that it is in fact a relevant parameter affecting vertical
mixing in the ocean and must therefore be taken into account in our
parameterization.
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Fig. 4. Scaling of modified Langmuir number with non-dimensional eddy viscosity
colored by wind–wave misalignment angle.

3.4. Effect of wind–wave misalignment

In this section, we use our idealized LES experiments described in
Section 2.4 to guide the parameterization of the wind–wave angle of
misalignment. As a starting point since our idealized LES experiments
are performed under very similar conditions (i.e., weakly convective,
monochromatic waves and a steady wind stress), we use the suggested
enhancement by McWilliams and Sullivan (2000) to parameterize the
effect of LT for the case of aligned wind–waves (𝜃𝑤𝑤 = 0):

𝐾𝐿𝑇 (𝜎) = ℎ𝑤𝑚 (𝜎)𝐺 (𝜎)

[

1 +
𝐶𝑤

𝐿𝑎4𝑡

]1∕2

(18)

here 𝐶𝑤 accounts for the effect of convection and is computed using
q. (13) from Smyth et al. (2002). To account for the effect of wind–
ave misalignment on the enhancement of eddy viscosity, we introduce
function 𝑔(𝜃𝑤𝑤) to parameterize the difference in eddy viscosity as:

𝐾 = (𝐾𝐿𝑇 −𝐾)𝑔(𝜃𝑤𝑤) (19)

hen, we compute the eddy viscosity difference (𝐾𝐿𝑇 − 𝐾) from our
ES experiments as a function of the wind–wave angle, shown in
ig. 5 by the solid lines. In agreement with previous studies (e.g.,
an Roekel et al., 2018), vertical mixing enhancement is maximum for
ligned wind–waves (𝜃𝑤𝑤 = 0) and decreases with increasing angle of
isalignment. Results from our idealized LES experiments also suggest

hat at high wind–wave angles (𝜃𝑤𝑤 > 45◦) turbulence levels resemble
imulations without LT (i.e., 𝛥𝐾 ≈ 0), and further increasing the
isalignment (𝜃𝑤𝑤 > 60◦) results in lower turbulence levels (𝛥𝐾 < 0;

an et al., 2020). This observation supports the idea that the wind–
ave misalignment angle is an important factor affecting the scaling
f dimensionless eddy viscosity with our dimensionless parameter 𝐿𝑎𝑚
Eq. (17)), which fails to scale after the wind–wave misalignment angle
s greater than around 45 degrees (Fig. 4).

The parameterization of the difference in eddy viscosity using Large
t al. (1994) for 𝐾 and by McWilliams and Sullivan (2000) for 𝐾𝐿𝑇
i.e., 𝐾𝐿𝑇 −𝐾; dashed blue line) in Fig. 5 shows good agreement with
ur LES simulation for the case of aligned wind–waves (solid blue line).

Now we can derive the form of 𝑔(𝜃𝑤𝑤), hereafter called the wind–
ave modulation function, by analyzing the eddy viscosity difference

omputed from LES and assuming that the reduction in vertical mixing
s symmetrical along the direction of the wind, meaning that there is
o difference in vertical mixing if the Stokes drift is misaligned to the

ight/left of the wind direction. Therefore, the wind–wave angle of

8

Fig. 5. Profiles of eddy viscosity difference between simulations with and without LT
at different wind–wave misalignment angles. Solid lines are estimated from LES and
dashed lines are calculated using the parameterization (Eqs. (16) and (18)).

misalignment has a range 𝜃𝑤𝑤 = 0–180◦ and 𝑔(𝜃𝑤𝑤) should be sym-
etric about 𝜃𝑤𝑤 = 0. Additionally, since the eddy viscosity difference
ecreases faster at lower wind–wind wave angles (i.e., the difference
rom 𝜃𝑤𝑤 = 0–30 is greater than 𝜃𝑤𝑤 = 90–120), we assume 𝑔(𝜃𝑤𝑤)
ecays rapidly. With these constraints we choose a generalized form
or the wind–wave modulation function:
(

𝜃𝑤𝑤
)

= 𝑐1𝑒
−|𝜃𝑤𝑤| cos(𝑐2𝜃𝑤𝑤 + 𝑐3) (20)

here (𝑐1, 𝑐2, 𝑐3) are constants used to match the parameterization with
he LES eddy viscosity difference, which we set using the following
onstraints:

• Enhancement of the difference is maximum at 0 degrees, so 𝑔 (0) =
1

• Enhancement of the difference is 0 around 45 degrees, so 𝑔 (∼ 45)
= 0

• Maximum reduction is around 90 degrees, so 𝑔 (∼ 90) = min (𝑔) <
0

he wind–wave modulation function is allowed to be negative at high
ind–wave angles to account for the negative viscosity difference
bserved in LES (Fig. 5). The wind–wave modulation function, shown
n Fig. 6, takes the final form:

(

𝜃𝑤𝑤
)

= 𝑒
cos(3𝜋∕8)

−|𝜃𝑤𝑤| cos
(

𝜃𝑤𝑤
2

+ 3𝜋
8

)

(21)

The parameterization as a function of the misalignment angle (Eq. (15)),
where 𝐾 is computed using Eq. (6), 𝐾𝐿𝑇 is computed using Eq. (18),
and 𝑔

(

𝜃𝑤𝑤
)

is computed using Eq. (21), is shown in Fig. 5 by the dashed
lines, showing good agreement with the diagnosed eddy viscosity
values from our idealized LES.
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Fig. 6. Wind-wave modulation function 𝑔(𝜃𝑤𝑤) in range −𝜋 < 𝜃 < 𝜋.

3.5. Effect of surface heat flux

In the ocean, surface heat fluxes have significant influence over the
temperature distributions and the extent of the boundary layer. Global
simulations show that convective turbulence dominates a significant
portion (17%) of the low latitudes year-round, and about two-thirds
of the world’s oceans act under combined Langmuir and convective
turbulence (Belcher et al., 2012; Li et al., 2019). In our simulations,
buoyancy production (𝑃𝑏𝑢𝑜𝑦) is enhanced in the presence of LT and
became comparable with the other two production terms (Fig. 2).
Furthermore, in our simulations at OWS-P the shape of the K-profiles
changes significantly in the presence of LT and agreement with our
parameterized eddy viscosity profiles over a wide range of surface heat
fluxes (highly convective to stable) was improved by modifying the
non-dimensional shape function 𝐺(𝜎).

The assumptions made in the original formulation of the non-local
KPP scheme are still valid when LT is present, namely zero eddy
viscosity at top/bottom of the BL, zero gradient at the bottom and
linear gradient at the top; the minimum degree of the polynomial needs
to be 3 to accommodate for the 4 necessary constraints. Note that in
the previous section we provided a scaling for the non-dimensional
eddy viscosity difference at the surface, which is not zero. We use
the modified Langmuir number (Eq. (16)) to provide a scaling of the
overall magnitude difference of the eddy viscosity with and without
LT throughout the entire BL, analogous to the suggested model in
McWilliams and Sullivan (2000), which makes the eddy viscosity ev-
erywhere in the BL proportional to the turbulent Langmuir number,
defined at the surface. In practice, the assumption of 𝐺 (0) = 0 does
not affect the surface scaling in ocean models, since vertical mixing
variables in NCOM as well as other models such as the Regional Ocean
Modeling System are defined at the grid faces and the eddy viscosity
at the surface is used as the vertical boundary condition set by the
wind stress. Setting 𝐺 (0) = 0 thus offers the theoretical argument that

boundary layer eddies should not cross the ocean–atmosphere interface

9

and the practical reason that the first grid point (at the face) is not used
to compute interior fluxes.

Although the minimum degree of the polynomial must be 3 to
accommodate the 4 constraints, there is no reason not to increase the
degree of the polynomial. By expressing the shape function 𝐺(𝜎) as a
inomial expansion of degree 𝑛, we can generalize and use some of its
roperties.

(𝜎) = 𝜎 (1 − 𝜎)𝑛 (22)
𝜕𝐺
𝜕𝜎

= (1 − 𝜎)
[

1 − 𝑛𝜎
1 − 𝜎

]

(23)

Eqs. (21) and (22) express the non-dimensional shape function and
its derivative respectively, as a function of the non-dimensional coordi-
nate 𝜎 and the expansion coefficient 𝑛, which equals 2 for simulations
without LT. Fig. 7 shows the non-dimensional shape function 𝐺(𝜎)
(Eq. (21)) as a function of the expansion coefficient (𝑛). By increasing
the degree of the binomial expansion, we can control the magnitude
and shape of the K-profiles. As a matter of fact, the maximum of 𝐺 is
nly a function of the degree of the expansion and is found at max (𝐺) =
1

𝑛+1 . Therefore, we assume the expansion coefficient 𝑛 varies linearly
with a yet undetermined dimensionless buoyancy flux parameter 𝛱2 =
𝑓 (𝐵0):

𝑛 = 𝑐4𝛱2 + 𝑐5 (24)

Where (𝑐4, 𝑐5) are the empirical constants used to tune our parame-
terization to the observed LES profiles. In the KPP, the eddy viscosity
profile has a convex shape with magnitude ∼ 𝑢2∗∕𝑓 and a depth scale
∼ 𝑢∗∕𝑓 (McWilliams and Huckle, 2006). Since the non-dimensional
shape function sets the depth at which the eddy viscosity is maximum
(Fig. 7), and the wavy Ekman layer is modified in the presence of LT
(McWilliams et al., 1997, 2012), we let our dimensionless parameter
𝛱2 be a function of the Coriolis frequency (𝑓 ). We chose the Coriolis
frequency to form 𝛱2 because in the ocean the MLD is clearly a function
of latitude, and most importantly because it is linearly independent
from all other physical parameters considered and hence required by
the Buckingham Pi theorem to complete the parameterization.

Since the stable stratification at the base of the mixed layer also af-
fects the depth scale of penetration, we let our dimensionless parameter
𝛱2 be a function of the MLD ℎ𝑚. Therefore, we normalize the surface
buoyancy flux as:

𝛱2 =
𝐵0𝑓 3

ℎ𝑚
(25)

Therefore, in our model the enhancement of the eddy viscosity in the
presence of LT is a function of the wind stress (𝑢∗), surface buoyancy
flux (𝐵0), surface Stokes shear (𝑆0), Coriolis frequency (𝑓 ), stratifi-
cation (ℎ𝑚), boundary layer depth (ℎ) and wind–wave angle of mis-
alignment (𝜃𝑤𝑤). The modified shape function is given by combining
Eq. (21), (23) and (24):

𝐺(𝜎,𝛱2) = 𝜎 (1 − 𝜎)𝑐4𝛱2+𝑐5 (26)

.6. LT model

In this section, we introduce our model for the enhancement of
ddy viscosity in the presence of LT. We use previous suggestions by
cWilliams and Sullivan (2000) and Smyth et al. (2002), but instead

f parameterizing the eddy viscosity as in Eq. (18), we parameterize
he eddy viscosity difference using:

𝐾 = ℎ𝑤𝑥 (𝜎) ε(𝛱1)𝐺
(

𝜎,𝛱2
)

𝑔(𝜃𝑤𝑤) (27)

here ℎ is the BLD computed using Eqs. (9) and (11), 𝐺(𝜎,𝛱2) is our
odified shape function (Eq. (26)), 𝑔(𝜃𝑤𝑤) is our wind–wave modula-

ion function (Eq. (21)) and ε(𝛱1) is the enhancement of the magnitude
ue to the Stokes drift, given by:

(

𝛱1
)

=

(

𝐶𝑤
2

)
1
2

(28)

𝛱1
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Table 1
Parameters and constants used in the simulations.

Description Nondimensional parameters Constants Assumptions

ε(𝛱1)
Enhancement due to LT

⎛

⎜

⎜

⎜

⎝

𝐶𝑤
(

𝑢∗
𝑆0ℎ𝑚

)2

⎞

⎟

⎟

⎟

⎠

1
2 Aligned wind–waves

ε(𝛱1)

𝑔(𝜃𝑤𝑤)
Wind-wave

𝑐1𝑒−|𝜃𝑤𝑤| cos(𝑐2𝜃𝑤𝑤 + 𝑐3)
𝑐1 =

𝑒
cos(3𝜋∕8)

0 ≤ 𝜃𝑤𝑤 ≤ 𝜋

misalignment 𝑐2 = 0.5 𝑔
(

𝜃𝑤𝑤
)

= −𝑔(𝜃𝑤𝑤)
𝑔(𝜃𝑤𝑤) 𝑐3 = 3𝜋∕8 𝑔(0) = 1; 𝑔𝑚𝑖𝑛 < 0

𝐺
(

𝜎,𝛱2
) Modified shape function

𝜎 (1 − 𝜎)𝑐4𝛱2+𝑐5 𝑐4 = 1∕15 Interior matching of
𝐺
(

𝜎,𝛱2
)

𝑐5 = 5 eddy viscosity
Note that the KPP scheme from Large et al. (1994) implicitly includes
the effect of LT by tuning their model constants to ocean observations,
but it may misrepresent the entrainment under varying wave conditions
and result in biases in boundary layer depth (Li and Fox-Kemper, 2017)
and therefore the difference (Eq. (27)) reflects the correction to the
original KPP scheme on the LT effect instead of the pure LT effect.
The enhancements due to LT, nondimensional parameters, constants
used in our parameterization are summarized in Table 1. Note that the
enhancement (Eq. (27)) has a similar form to the suggested enhance-
ment by Smyth et al. (2002), where the dominant wave direction is
assumed to be aligned with the local wind direction, but scales with
𝐿𝑎𝑚 = 𝑢∗

𝑆0ℎ𝑚
instead of 𝐿𝑎𝑡 = 𝑢∗

𝑈𝑠
, and further drop the ‘‘plus one’’

ince in the absence of Stokes drift there should be no enhancement
i.e., ε

(

𝛱1
)

→ 0 as 𝛱1 → ∞). The enhancement due to LT (Eq. (28))
is based on the formulation first suggested by McWilliams and Sullivan
(2001), where the dominant wave direction is aligned with the local
wind direction, but scales with 𝐿𝑎𝑚 = 𝑢∗

𝑆0ℎ𝑚
instead of 𝐿𝑎𝑡 = 𝑢∗

𝑈𝑠
.

Similar to the surface-layer averaged Langmuir number (Harcourt and
D’Asaro, 2008) we find that 𝐿𝑎𝑚 scales well with different penetration
depths, and has similar performance to the traditional turbulent Lang-
muir number under the idealized assumptions of aligned wind–waves
and monochromatic waves. The wind–wave misalignment is modeled
explicitly using Eq. (21) (𝑔(𝜃𝑤𝑤)), where the wind varies from 0 to
180 degrees and we assume symmetry along the aligned wind–wave
direction (Fig. 6). This modification is based on a set of LES simulations
under stationary wind-stress and weakly convective heat flux that show
the eddy viscosity difference between simulations with and without LT
is (Fig. 5) 1) maximum for aligned wind waves, no enhancement at
𝜃𝑤𝑤 ∼ 45◦ and minimum at 𝜃𝑤𝑤 ∼ 90◦, which lead to the constants
used in our simulations (Table 1).

Finally, the modified shape function adjusts the local eddy viscosi-
ties, including the depth at which vertical mixing is maximum, based
on the nondimensional parameter 𝐵0𝑓3

ℎ𝑚
. In our simulations at OWS-P,

this parameter is a strong function of the surface buoyancy flux (𝐵0),
which has significant influence on the shape of the eddy viscosities
computed from LES, and we adjust the constants in NCOM to match
the LES profiles. These enhancements and nondimensional parameters
are discussed further in the following section.

For clarity, the complete parameterization that includes the effect
of wind, waves and convection is given by:

𝐾 (𝜎) = ℎ𝑤𝑚 (𝜎)𝐺 (𝜎) + 𝛥𝐾 (29)

Where the first term on the right is the parameterization of Large et al.
(1994) and 𝛥𝐾 is described in Eq. (27).

. Results

The K-Profile Parameterization as described in Large et al. (1994)
as implemented in NCOM for the first time, and therefore we start
y validating these results with observations and LES experiments
t OWS-P. In Section 4.1 the NCOM experiment set-up is described
nd we briefly summarize the implementation of the SMC models. In
ections 4.2 and 4.3 we discuss the results from the simulations without
10
Fig. 7. Generalized shape function 𝐺(𝜎) = 𝜎 (1 − 𝜎)𝑛 with different degrees (𝑛).

and with LT, respectively, focusing on the eddy viscosity profiles. In
Section 4.4 we compare all NCOM results with LES and observed
temperature. Section 5 summarizes the overall performance of the
schemes and further offer an intermodal comparison with other KPP
models.

4.1. NCOM experiments

A set of 1-dimensional NCOM simulations is performed at OWS-P
under the same surface forcing conditions as in the LES experiments
(Fig. 1). The vertical grid uses the same number of grid points (N =
128) as the LES with similar stretching towards the surface and double
periodic boundary conditions are used in the horizontal direction fol-
lowing the horizontal homogeneity approximation made in this study.
As reported in other studies (Van Roekel et al., 2018; Li et al., 2019)
we find significant sensitivity in our NCOM experiments with different
vertical grid resolutions. We performed simulations with 50, 100, 128
and 150 grid points spanning the top 200 m of the ocean and show only

those for 128 grid points because the difference to those with 150 grid
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Fig. 8. Inertially averaged eddy viscosity profiles estimated from LES (black line), and NCOM simulations (dashed lines) without the effect of LT. NCOM simulations include
ellor–Yamada 2.5 (blue), Kantha–Clayson (red), Harcourt (green) and KPP (magenta).
oints shows negligible difference but allows a more direct comparison
ith LES simulations using the same vertical resolution.

The mean velocity is initialized from rest, and temperature/salinity
ields are interpolated from observations to the NCOM grid. The same
rocedure is followed to interpolate the Stokes drift velocity. Follow-
ng the LES experiments, we assume horizontal homogeneity and use
ouble periodic boundary conditions in the horizontal directions. Com-
arison of temperature profiles between observations and LES shown in
igs. 11 and 13 suggests that this is a good approximation for most of
he 20 day period at OWS-P, with SST deviating from LES result only
n the last 4 days.

Following the nomenclature used for the LES experiments, simu-
ations with the effect of LT will be indicated by the ‘‘LT’’ label. For
xample, NCOM simulations using the Kantha–Clayson scheme will be
abeled KC and KC-LT for simulations without and with the effect of LT,
espectively. The model of Li and Fox-Kemper (2017) is labeled KPP-LF,
o differentiate from out KPP-LT model.

.2. Simulations under shear and convection only

The first set of simulations compares the vertical mixing schemes of
ellor–Yamada 2.5 (Mellor and Yamada, 1982; Kantha and Clayson,

994; Harcourt, 2013, 2015) and KPP (Large et al., 1994), where the
tokes drift is identically zero (i.e., no LT). The implementation of these
chemes is based on the original work by the authors, including the con-
tants used to tune the contribution from shear/buoyancy production,
issipation, diffusion and transport of turbulent energy. These are also
ased on simulations at OWS-P for at least one year (not shown), to
ake sure that mixed layer deepening and restratification are accurate

ver long periods.
In NCOM, both KPP and SMC models use the eddy viscosity to

stimate the vertical turbulent fluxes and thus provide a quantita-

ive measure of the approximate mixing ‘‘strength’’ between different

11
schemes. The inertially averaged eddy viscosities from the experiments
without LT are shown in Fig. 8, where the solid black lines are from
LES and the colored dashed lines are from NCOM simulations. The 10
inertial periods are taken over a 6.5 day period shown by the dashed
black lines in Fig. 1, characterized by strong winds and convection
(e.g. period T2), short periods of moderately misaligned wind–wave
angles (periods T4, T6 and T7) and periods of moderate winds and
weakly convective/neutral surface heating (periods T8-T10). For most
periods the KPP scheme shows more resemblance to the diagnosed
eddy viscosity from LES compared to the other SMC schemes, which
on average have a higher magnitude located lower in the ML.

Results from temperature distributions is further discussed in Sec-
tion 4.4.

4.3. NCOM with LT

A second set of NCOM simulations was performed to compare the
performance of the Kantha and Clayson (2004) and Harcourt (2015)
schemes with our proposed parameterization described in Section 4,
labeled KPP-LT as well as the parameterization from Li and Fox-
Kemper (2017), hereafter referred to as KPP-LF. The setup of the NCOM
simulations is identical to simulations with only shear and convection,
with the only difference being the addition of the Stokes drift.

First, we start by comparing the diagnosed eddy viscosity from
LES-LT with the NCOM simulations, shown by color contours on a
logarithmic scale in Fig. 9. During the period from November 16 to
17, characterized by strong shear, convection and Stokes drift, LES-
LT shows mixing rates of about 1 m2∕𝑠 and rapid ML deepening, in
agreement with KPP-LT and KPP-LF models. The eddy viscosity from
the KC-LT model seems to underestimate the mixing strength during
this period of high turbulent production, which is improved in the

HC-LT model suggesting that the corrections to the algebraic Reynold
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Fig. 9. Logarithmic color contours of eddy viscosity estimated in LES (top) and from NCOM simulations using Kantha–Clayson, Harcourt and KPP with the effect of LT.
tress model by Harcourt (2015) significantly improve the SMC scheme.
uring the last day of the simulations where surface conditions are
lose to neutral to weakly stable, the contours of eddy viscosity from
C-LT show good agreement, but overall both KPP-LT and KPP-LF do
reasonable job at estimating the BLD. The rapid deepening of the
L in LES-LT, indicated by the white lines in Fig. 9, is more gradual

n the SMC models compared the KPP models, but all of them are
nderestimated compared to LES. This is discussed further in the next
ection.

It is hard to elucidate the differences between the KPP-LT and KPP-
F schemes from logarithmic color contours, which are more useful to
ompare the order of magnitude rather than precise values. Therefore,
e compare the inertially averaged profiles during the period from
ovember 16 to 23 in Fig. 10. In agreement with Fig. 9, the overall
agnitude of the KPP models is larger compared to SMC schemes and

n better agreement with LES. The shape of the KPP-LT model is in
etter agreement with LES-LT, as can be expected since we tuned our
odel to these results, and is of course absent from KPP-LF. During
eriods of wind–wave misalignment > 20◦ (periods T4 and T7), both
he shape and magnitude of the profiles show good agreement. Under
he conditions at OWS-P, that is a well-defined mixed layer and in the
bsence of horizontal currents (1D simulations), the improvement in
PP-LF and KPP-LT is mainly through the modification of entrainment
ia the turbulent velocity scale (Eq. (10)) and should be considered
hen parameterizing other unresolved phenomena.

.4. Temperature

Further validation of our model is shown by comparing SST from
COM with LES and observations presented in Fig. 11, which in the
bsence of horizontal gradients and under the same surface condi-
ions closely resembles the behavior and magnitude of the MLD (not
12
shown). For simulations under only shear and convective turbulence
(top panel), the SST from MY2.5 and KC are identical, as are the
result from HC and KPP models, with the latter showing slightly lower
temperatures and therefore slightly greater entrainment. During the
period of rapid ML deepening, SST from LES is about 0.1 degrees
higher than observed which can be attributed to LT when observing
that LES-LT simulations show near perfect agreement during this 2-day
period. However, during the last 2 days of the simulation SST from
LES-LT diverges from observations, this is most likely due to the lack of
rainfall data in the simulations when heavy rainfall events were noted
during these days. In the bottom panel of Fig. 11, we see that SST
for our KPP-LT model is in better agreement with observations and
is improved from KPP-LF by roughly 0.1 degrees, but mixing is still
underestimated compared to LES and observations. This discrepancy
might be explained by the lack on non-local transport in our model,
since divergence from LES and observations happens during the period
of strongest convection around November 17, where strong counter-
gradient fluxes present in LES can play an important role in deepening
the ML (Large et al., 2019b).

Fig. 12 shows color contours of the diagnosed eddy viscosity from
LES with LT, superimposed with the BLD computed in three different
ways: (1) using the parameterization of Large et al. (1994), (2) using
Lagrangian velocities in the bulk Richardson number (𝑉 =

√

𝑢2 + 𝑢2𝑆 ),
and (3) using the surface layer averaged Langmuir number parameter-
ization from Li and Fox-Kemper (2017). During the period of strong
convection/winds around November 17, the parameterization from
Large et al. (1994) becomes shallower due to the decrease of the
vertical velocity gradients. While using the Lagrangian velocities (mean
+ Stokes) improves the estimate of the BLD during convective periods,
it is still too shallow when the surface becomes stabilizing, as seen
around December 1st in Fig. 12. Therefore, we find in our simulations
that the parameterization of Li and Fox-Kemper (2017) for the BLD
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Fig. 10. Inertially averaged eddy viscosity profiles estimated from LES (black line), and NCOM simulations (dashed lines) with the effect of LT. NCOM simulations include
Kantha–Clayson (red), Harcourt (green), KPP-LF (blue), and KPP_LT (magenta).
Fig. 11. SST from simulations without LT (top) and with LT (bottom). Observations are shown by the solid black line, LES by the dashed black line, and the NCOM experiments
are shown by the colored lines in the legend.
to be more accurate than other suggested estimates. This also suggests
that in the absence of horizontal advection it is the eddy viscosity at
the pycnocline that largely influences SST and MLD, while the eddy
viscosity within the mixed layer is less important.

Finally, we compare the temperature distribution in the vertical
direction from our NCOM-LT simulations with LES-LT and observations
in Fig. 13 for the 6.5 day period shown in Fig. 1. The solid black line
in the left panel shows the observed temperature on November 16 at
7UTC when the ML is approximately 60 m deep, and the purple dots
indicate the observations on November 22 at 19UTC. During this 6.5
day period the SST decreases by 1 degree, from 8.6 to 7.6 ◦C, and the
13
ML deepens by almost 20 m. The LES-LT experiment (dashed purple
line) shows great agreement with observations, both above and below
the mixed layer with the largest error at 150 m depth and an error of
less than 0.1 ◦C at the surface. Due to the large temperature gradient at
the pycnocline, the error in temperature at 80 m depth is large for all
NCOM simulations (∼1 degree), but this error is significantly reduced
in the KPP-LT model as well as the error with observed MLD, which is
about 5 m deeper in our KPP-LT model compared to KPP-LF and SMC
models. The largest differences between the LES and KPP-LT model are
found below the mixed layer, where we have not modified the original
formulation from Large et al. (1994) and therefore does not account
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l

Fig. 12. Logarithmic contours of eddy viscosity (log10 𝐾𝐿𝑇 ) from LES with LT, superimposed with boundary layer depth (ℎ) computed using the bulk Richardson number (black
ine), a Lagrangian bulk Richardson number (red line) and LT parameterization by (Li and Fox-Kemper, 2017; cyan line).
Fig. 13. (left) Observed temperature profiles at the start of the sampled period (black line), end of the period (magenta markers) and from simulations (see legend). (right) Color
contours of modeled temperatures from LES and NCOM, for experiments with LT.
for other important effects in the ocean interior, such as the presence of
internal waves which may potentially alter the mixed layer significantly
(Garrett and Kunze, 2007). Below the BLD, the main source of vertical
mixing in the KPP scheme for our simulations are shear instabilities,
modeled using the gradient Richardson number (Eqs. (27) and (28) in
Large et al. (1994)).

5. Summary and conclusions

A new K-profile parameterization (KPP-LT) for the enhancement of
the eddy viscosity in the presence of Langmuir turbulence has been
developed and implemented in the Navy Coastal Ocean Model. This
model was developed and tuned using a set of LES at Ocean Weather
Station Papa, spanning a 20-day period from November 14th to Decem-
ber 4th, 2011. LES and NCOM simulations are forced at the surface
with wind stress and heat fluxes derived from observed atmospheric
measurements, and the Stokes drift is computed from observed 2D wave
spectra to allow the Stokes drift to evolve independently from the wind
forcing (Fig. 1). In agreement with previous studies, LES at OWS-P
show enhanced vertical mixing (Figs. 9 and 10) and TKE (Fig. 2) in the
presence of LT, significant reduction of shear production by the mean
currents (𝑃𝑠ℎ𝑒𝑎𝑟) with enhanced vertical transport, Stokes production
(𝑃𝑆𝑡𝑜𝑘𝑒𝑠) and buoyancy production (𝑃𝑏𝑢𝑜𝑦) resulting in a deeper mixed
layer depth and in the absence of lateral horizontal gradients, lower
SST with better agreement with observations.

A set of idealized LES experiments under different wind–wave an-
gles of misalignment (𝜃𝑤𝑤) was used to parameterize the effect of
the misalignment between the wind stress and Stokes drift. These
14
simulations show that the vertical mixing is maximum for the case of
aligned wind–wave angles (i.e., 𝜃𝑤𝑤 = 0), but further increasing this
angle leads to no enhancement (𝜃𝑤𝑤 ∼ 45 → 60◦) over simulations
without LT and even reduction in the turbulent energy (Figs. 2 and 7)
for very high wind–wave angles (𝜃𝑤𝑤 > 60).

The KPP-LT scheme (Eq. (22)) is based on the non-local KPP scheme
(Large et al., 1994), with 4 important modifications: (1) increased
entrainment of buoyancy flux parameterized via the bulk Richardson
number (Li and Fox-Kemper, 2017), (2) the enhancement of vertical
mixing by LT (ε(𝛱1)) based on suggestions by McWilliams and Sul-
livan (2000) and Smyth et al. (2002), (3) the effect of the surface
buoyancy flux through modifications to the non-dimensional shape
function 𝐺

(

𝜎,𝛱2
)

, and (4) the wind–wave angle of misalignment
through the wind–wave modulation function 𝑔(𝜃𝑤𝑤). In our model, the
enhancement due to the inclusion of the Stokes drift is parameterized
using a modified Langmuir number (𝛱1 = 𝐿𝑎𝑚), which shows better
scaling with our non-dimensional eddy viscosity (𝛱 , Eq. (13)). Our
NCOM experiments show improvement of the eddy viscosity in KPP
simulations compared to SMC models, both with and without the effect
of LT (Figs. 8 and 10).

An important goal of this paper was to highlight the advantages and
limitations of current SMC and KPP models, which still show significant
differences under the same forcing conditions in ocean simulations. By
far the largest shortcoming of the KPP model, as presented in this study
and conceptualized by Large et al. (1994), is the assumption of an
immobile surface which makes it complicated to represent the ocean’s
surface dynamics, which is formally addressed in Large et al. (2019a,b).
SMC models have addressed the need for additional turbulence due to
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Stokes drift by injecting additional TKE at the surface, using the dot
product of wind stress and Stokes drift as a scaling parameter (Kantha
et al., 2010) that considers wind–wave misalignment. Finally, in this
study we do not address the issue of nonlocal transport that has been
shown to be important in highly convective flows or the role of vertical
grid resolution in the accuracy of SMC and KPP models. In view of these
limitations, it seems necessary that new parameterizations are proposed
that prioritize these issues to start with, since they have proved to be
highly elusive.
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Appendix. The subgrid scale (SGS) model

The SGS model in the NCAR LES model was originally developed
by Moeng (1984). The prognostic equation for the subgrid scale (SGS)
turbulent kinetic energy (TKE) 𝑒′ is given as:

𝜕𝑒′

𝜕𝑡
+ 𝒖⃗ ⋅ ∇𝑒′ = 𝑃 ′ + 𝐵′ +𝐷′ − 𝜀′ (A.1)

where 𝒖⃗ is the resolved velocity vector, the terms on the right side
are subgrid-scale production (𝑃 ′), buoyancy (𝐵′), diffusion (𝐷′), and
issipation 𝜀′:

′ = −𝜏′𝑖𝑗𝑆𝑖𝑗 (A.2)

ith the strain tensor: 𝑆𝑖𝑗 = 1
2

(

𝜕𝑢𝑖
𝜕𝑥𝑗

+ 𝜕𝑢𝑗
𝜕𝑥𝑖

)

and the SGS momentum
lux (stress): 𝜏′𝑖𝑗 = −2𝜈𝑡𝑆𝑖𝑗

′ = −𝜈𝜃
𝑔
𝜃0

𝜕𝜃
𝜕𝑥𝑖

(A.3)

𝐷′ = 𝜕
𝜕𝑥𝑖

(

2𝜈𝑡
𝜕𝑒
𝜕𝑥𝑖

)

(A.4)

𝜀′ = 𝐶𝑒3∕2

𝑙
(A.5)

In the above equations, 𝜃 is heat, 𝜈𝑡 is the SGS turbulent eddy viscosity,
𝜈𝜃 is the SGS eddy diffusivity for scaler, and C and l are the Smagorinsky
constant and length scale.

Sullivan et al. (2007) further improved this model to include the
effect of Stokes production and wave breaking by adding three new
terms to the right side of (A.1):

−𝑢𝑠𝑡𝑗
𝜕𝑒
𝜕𝑥𝑗

− 𝜏′𝑖𝑗
𝜕𝑢𝑠𝑡𝑖
𝜕𝑥𝑗

+
∑

𝑚
𝑊 𝑚

here the superscript st represents Stokes drift, and the effects of 𝑚 = 1,
. . , 𝑀 discrete wave-breaking events are represented by a subgrid-scale
KE generation rate 𝑊 𝑚. Since wave breaking is not considered in this

𝑚
tudy, 𝑊 is set to zero for all experiments.

15
eferences

elcher, S., Grant, A., Hanley, K., Fox-Kemper, B., Van Roekel, L., Sullivan, P., et al.,
2012. A global perspective on Langmuir turbulence in the ocean surface boundary
layer. Geophys. Res. Lett. 39, 1–9.

raik, A., Leibovich, S., 1976. A rational model for langmuir circulations. J. Fluid Mech.
73, 401–426.

’Asaro, E., 2001. Turbulent vertical kinetic energy in the ocean mixed layer. J. Phys.
Oceanogr. 31, 3530–3538.
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