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A B S T R A C T

We address ocean modeling capability that has grown exponentially while ocean observation growth has
not maintained pace, a situation leading to seemingly degraded forecast skill when model resolution is
increased. Skill in predicting ocean instabilities such as mesoscale eddies requires satellite and in situ
observations continually correcting numerical model conditions. Observations constrain positions of larger
ocean model features, while smaller features are unconstrained. By means of an Observation System Simulation
Experiment (OSSE), we show that time–space observation coverage controls the separation of constrained
and unconstrained feature scales. Using 1000 independent surface drifters, we show constrained scales have
deterministic prediction skill and unconstrained scales predict areas of higher expected errors. The results are
shown to be consistent with ensemble forecasts. Separating constrained and unconstrained features, and using
information within each appropriately, allows us to manage the present gap between observation and model
resolution.
. Introduction

Ocean forecasting has progressed in recent decades since the be-
inning of the Global Ocean Data Assimilation Experiment (GODAE)
Smith, 2000). Global and multiple nested area predictions occur in
perational centers around the world (Lellouche et al., 2018; Lemieux
t al., 2016; Metzger et al., 2014; Rowley and Mask, 2014; Schiller
t al., 2020). These systems regularly correct a prior forecast with
ecent satellite and in situ observations. The satellite sea surface height
SSH) observations are particularly critical for inferring ocean interior
hermohaline variability within mesoscale eddies (Le Traon et al.,
017), and the Argo program provides regular in situ observations of
he ocean interior (Roemmich et al., 2009). In situ data has increased
ith deployment of autonomous systems such as gliders (Rudnick,
016) and development of surface drifter swarms (Novelli et al., 2017).
hile computational capability, and thus numerical model resolution

nd complexity, has grown exponentially with Moore’s Law, observa-
ional sampling capability has not maintained pace. Thus, a significant
ap now exists between scales resolved by regular observations and
cales numerical models can physically represent. Sandery and Sakov
2017) showed decreased ocean predictive skill as model horizontal
esolution increases, and we find the gap between observation and
odel resolution is a key contributor to this outcome. This can have

onsequences in emergency response situations such as the Deep Water
orizon incident that used forecasts from high-resolution models to
redict surface oil trajectory. The associated ocean-oil modeling effort
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did not account for the significant model and observation resolu-
tion gap, and the result was wide discrepancy between forecasts and
observations (Liu et al., 2011).

To illustrate the situation, we examine trajectories of more than
1000 surface drifters from the Lagrangian Submesoscale Experiment
(LASER) in the Gulf of Mexico (Özgökmen et al., 2018) relative to
a 1 km data assimilative numerical model (Fig. 1a). The cycling as-
similation began several months prior to the drifter deployment, and
every day the system assimilated all regular observations (satellite
altimeter sea surface height, satellite sea surface temperature, near
real time in situ profiles, and ship observations). The regular satellite
SSH observations over 5 days are sparse relative to the finest scales of
features represented by the model. The drifters are independent from
the model. At larger scales, there is qualitative correspondence between
model and drifters in the prominent Loop Current Eddy (LCE) in the
southern area, the southward flow across the Florida shelf, and the
southward flow in the range of 24–28◦N, 89–90◦W. Within smaller
scale features, the correspondence degrades as the satellite observations
do not resolve these small scales, and thus corrections are not made to
the model to constrain the positions of the features. The illustration
in Fig. 1a using the 1 km resolution model is not extreme. Prior model
results at 250 m resolution in this area contain strong instabilities along
the shelf break front and sharpening of fronts that the 1 km model does
not represent well (Jacobs et al., 2016). Thus, present model resolution
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Fig. 1. (a) A 1 km ocean model snapshot on February 26, 2016 shows the large-scale features apparent in the surface currents (red vectors indicating 24 h streamlines), and
smaller scale features are apparent in the Okubo–Weiss parameter normalized by the snapshot standard deviation that highlights vortices (background color). Observed 24-hour
surface drifter trajectories (black lines with green dots indicating latest position) have correspondence with the model large-scale features, but small-scale features are not consistent
with the trajectories. Satellite altimeter observations over the prior 5 days (black lines) correct the model. This satellite coverage is typical, and positions of the observation tracks
change day to day. (b) The model currents filtered to retain the constrained scales (black vectors) eliminate the small-scale features. The thick blue line is the 100 m isobath, and
the thin blue line is the 1000 m isobath. The small-scale local RMS variability (background color) indicates areas that contain mispositioned strong fronts, submesoscale eddies
(as in the Loop Current interior), and shelf break instabilities (in the northern areas).
capability can produce forecasts at scales far smaller than resolved by
regular observations.

The situation creates a contradiction within operational centers
conducting ocean forecasts. If there is skill only in larger scales, why
should a center dedicate oftentimes-significant computer resources to
produce forecasts at smaller scales? In this paper, we address the
problem by understanding how model and observation resolution con-
trol skill across the scale spectrum and what useful information is
contained within partitions of said scale spectrum. There are three main
aspects, and we place them in a framework aligned with wavenumber
2

spectra (Fig. 2). (1) Larger scales are constrained by observations.
Noting wavenumber as 𝑘, we define constrained scales as having power
spectral density of errors 𝜀 (𝑘) less than the power spectral density of
the true world 𝛾 (𝑘), or scales at which 𝜀 (𝑘) ∕𝛾 (𝑘) < 1. (2) Observations
and the data assimilation system determine features that are resolved
and corrected, and these control the boundary separating constrained
and unconstrained scales. The boundary is defined as 𝜀 (𝑘) ∕𝛾 (𝑘) = 1. (3)
Features within unconstrained scales are misplaced in model forecasts
and therefore uncorrelated with the true world features (Fig. 1a).
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Fig. 2. The power spectral density (PSD) of mixed layer depth (m2/cpkm), 100 m depth
temperature (◦C2/cpkm), surface kinetic energy (m2 s−2/cpkm), and sea surface height
(m2/cpkm) from a 1-year model at 1 km resolution. The respective power-law slopes
in the legend were fit over 10 to 200 km wavelengths. Data resolution controls the
boundary between constrained and unconstrained, and the boundary value for surface
trajectories is used here as an example (220 km) (Jacobs et al., 2020). The model
resolution controls the Nyquist wavelength and the separation of the unconstrained
band from the band not represented by model physics.

The variance of errors is larger than the variance of the features in
unconstrained scales, or 𝜀 (𝑘) ∕𝛾 (𝑘) > 1.

The meteorology community has examined this problem in high-
resolution models intended to represent convection and rain. Gilleland
et al. (2009) overview a range of methods developed to show the skill,
and therefore benefit, of high-resolution models. Individual small-scale
rain areas may not be accurately predicted, but when measured by
different metrics, the character and coverage of events have skillful
information. The approach we use here is similar to the ‘neighborhood’
or ‘scale-separation’ categories (Gilleland et al., 2010). Contingency
diagrams for metrics such as rainfall threshold suffer a double penalty.
Small-scale misplaced rain events in a high-resolution model lead to
false positives, and small-scale non-rain events lead to false negatives as
the events in the model do not align with observed small-scale events.
In our case, this effect manifests as error variance at unconstrained
scales reaching peak values of twice the true variance, or 𝜀 (𝑘) ∕𝛾 (𝑘) = 2.
Developing different metrics has avoided the double penalty (Mitter-
maier and Roberts, 2010). Using only the constrained scales aids in
removing the double penalty, and there is valuable information in the
unconstrained scales if used appropriately. Just as in the case of high-
resolution atmospheric models predicting the general areas of rainfall
events, such as along atmospheric fronts, the information of variability
at small scales has value in predicting areas in which the small ocean
features occur and lead to larger forecast errors. The available ocean
observations are not persistent high-resolution gridded data such as
radar-observed rainfall rates used in meteorological studies. The LASER
data is a very dense data set for oceanography, but it is comparatively
sparse and not uniform. This limits our ability to develop metrics,
and we restrict ourselves to using RMS error statistics at observation
locations. Thus, we proceed with a different approach to show the value
of high-resolution model forecasts.

Model skill assessments typically use the full model result as a
deterministic forecast. Separating the constrained and unconstrained
portions of the forecast allows us to use the constrained portion as
a deterministic forecast and the unconstrained portion as an estimate
of forecast error. There is confidence in the prediction at constrained
scales and uncertainty in unconstrained scales. To substantiate the
framework considered here, we provide evidence for several points:

(1) We show that removing the model unconstrained features results
in lower errors relative to observations, and we build on prior work that
3

estimated the constrained scales (Jacobs et al., 2020). Errors of velocity
relative to the LASER drifters indicate the majority of the error variance
is due to unconstrained features rather than errors in the constrained
features.

(2) The results demonstrated in (1) are consistent with ensemble
forecast methodologies historically used to quantify uncertainty. Com-
puting the mean across the ensemble removes features not correlated
between members. The power spectra of the mean across the ensemble
contain much less energy at unconstrained scales when compared to
the spectra of individual ensemble members.

(3) Observation ability to resolve features controls the boundary
between constrained and unconstrained scales. An Observation System
Simulation Experiment (OSSE) using simulated Surface Water/Ocean
Topography (SWOT) observations provides this demonstration.

(4) The unconstrained portion of the model solution has skill in pre-
dicting forecast errors. This is demonstrated by using the unconstrained
portion of the model forecast in combination with model errors with
respect to the independent 1000 LASER drifters over 3 months. The
unconstrained variability is also shown to be consistent with ensemble
variance estimates.

The paper is organized as follows. Section 2 provides the setup of
model experiments, which include the cycling data assimilative 1 km
model, the 3 km ensemble, and the OSSE setup. Section 3 discusses
the results separated into the constrained solution (Section 3.1), the
boundary controlled by observations (Section 3.2), and the uncon-
strained solution (Section 3.3). Section 4 discusses the applicability and
factors that influence the results. Finally, Section 5 provides overall
conclusions and final thoughts.

2. Model experiment setup

2.1. 1 km assimilative model

The Navy Coastal Ocean Model (NCOM) produced our simulated
three-dimensional ocean fields throughout the study. NCOM is based
on the hydrostatic and Boussinesq approximations, and explicitly rep-
resents time-evolving temperature, salinity, velocity, and sea surface
height. The model integrates the primitive equations in time using
an explicit leapfrog scheme with a split barotropic/baroclinic mode
(Barron et al., 2006). The model covers the entire Gulf of Mexico
with a horizontal resolution set to 1 km and using 50 sigma/z levels
in the vertical (D’Addezio et al., 2019a,b; Jacobs et al., 2020, 2016;
Souopgui et al., 2020). The Global Ocean Forecast System (GOFS) based
on the HYbrid Coordinate Ocean Model (HYCOM) (Metzger et al.,
2014) delivered boundary conditions at 3-hour frequency that were
interpolated in time to the NCOM time step. GOFS did not contain tides.
A global tide solution (Egbert and Erofeeva, 2002) was the source of
tidal velocities and surface heights in addition to the time-interpolated
GOFS boundary conditions. A separate atmospheric model within the
Coupled Ocean Atmosphere Mesoscale Prediction System (COAMPS)
(Hodur, 1997) provided data for computing atmospheric momentum
flux, air temperature, humidity, and solar radiation at hourly frequency
for surface forcing to the ocean model. Daily freshwater inflow of
rivers was represented as a velocity transport into the model domain
at land boundary points with a salinity of 0 and velocity distributed
over depth. The transports were from the United States Geological
Survey (USGS) river monitoring stations using the instruments closest
to the model land boundary. For rivers without observations, historical
monthly transports were used.

The NCOM model connects to the Navy Coupled Ocean Data As-
similation (NCODA) system that utilizes a 3-dimensional variational
(3DVar) approach (Smith et al., 2011). Each day of the model run,
recent observations minus the prior model forecast provide innovations,
and the 3DVar computes an analysis to correct the model fields. There
are several important aspects of the data assimilation process that have
been examined and optimized in previous work.
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The error autocovariances of the prior forecast used as the back-
round have been examined closely. Details of the error covariance
pecification are in Jacobs et al. (2014a). The background error autoco-
ariance is cast as a variance amplitude and autocorrelation separable
n horizontal, vertical, and flow-dependent functions. The horizontal
utocorrelation is a second order autoregressive (SOAR) function with
ength scale based on the Rossby radius of deformation multiplied by
scaling factor. The scaling factor is examined closely in Jacobs et al.

2020), and we use the optimal value from that study resulting in a
ength scale of the SOAR of approximately 36 km averaged over the
omain. The vertical correlation is also a SOAR function with a length
cale based on the background vertical density gradient so that posi-
ions in the water column with high vertical gradient have short length
cales in order to maintain sharp vertical features. The flow dependent
orrelation decreases correlations in the direction of the horizontal
SH gradient, which prevents data from affecting the analysis across
esoscale fronts. Prior work has shown the two dominant factors in

he autocovariance are the evolution of the variance amplitude and
he time period prior to the analysis over which observations are used.
he time evolving variance formulation has been shown to be a good
epresentation of forecast minus observation variances, and including
SH observations over a 5 day window also advances the forecast skill
Jacobs et al., 2014a).

.2. Observations and observation errors

The regular observations include the satellite SSH (Jason-2, CryoSat
2, SARAL/AltiKa), the satellite SST observations separated into day
nd night observations, profile data from ship of opportunity XBT, Argo
loats, ocean gliders, and surface ship data. These are the observations
hat are regularly publicly available in near real time and processed
perationally. We refer to these as the regular observations.

The satellite SST temporal–spatial sampling is relatively high, and
he spacing between observations is typically much less than the hori-
ontal decorrelation scale of the assimilation. The nadir SSH observa-
ions from Jason-2, CryoSat −2, SARAL/AltiKa are typically very close

in the direction along the satellite ground track (approximately 6.5 km),
but on any given day, the ground tracks are typically far apart in the
across-track direction (Fig. 1a). In both these cases, there is substantial
redundant information that greatly slows the computational solution
process of the data assimilation without adding significant value. Very
close observations can also result in a 3DVar analysis with amplitude
greater than any of the observation innovations. For these reasons,
observations are combined into super-observations (super-obs) by av-
eraging spatially close observations or thinning that selects one data
point from a set of spatially close observations. For the altimeter SSH,
the super-obbing is conducted by averaging SSH values that are close
as measured by the horizontal decorrelation scale of the background
error. The super-obbed SSH is then converted to a synthetic vertical
temperature and salinity profile using correlations based on historical
in situ observations (Helber et al., 2013). Satellite SST data are more
uniform, and super-obbing is also done by spatial averaging of values.
In situ profiles from certain platforms such as gliders or towed CTD
may be very dense in one direction. For these data types, thinning is
used to prevent averaging from smoothing sharp features. The average
temperature profile may be unrealistic, and therefore data is thinned to
maintain individual observed profiles. Data thinning and super-obbing
are conducted in the data preparation stage.

Observation errors are a sum of instrument and representativeness
errors. Representativeness errors are intended to be the variance of
true features that the model is not expected to represent, and rep-
resentativeness errors are much larger than instrument errors. The
value of the representativeness error in the assimilation system is a
function of the background gradients in the horizontal and vertical.
SST representativeness errors are higher in areas of sharp fronts as the

fronts in the true ocean can move more rapidly than in the model. The
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average SST total error is about 0.6 ◦C with minimum errors of 0.1 ◦C
and maximum errors reaching 1.8 ◦C. Profile representativeness errors
are higher at depths of high vertical gradients as internal waves can
create large variations that are not represented in the model. Using
one day of observations in the 1 km system, Fig. 3 shows the effects of
including the vertical gradient dependence in the total errors ascribed
to Argo and the synthetic profiles derived from SSH observations. The
assimilation system computes error estimates for each profile individ-
ually. The minimum, mean, and maximum values across all profiles
are shown in Fig. 3. In Fig. 2, the representativeness error is the
variance at scales of physics not represented by the model and scales
below the Nyquist. We will see in the discussion that when the model
has unconstrained features, these features should contribute additional
errors to observations. This consideration was not taken into account
in the experiments, and the discussion considers how aspects of the
assimilation process may change the results.

This study uses the model and assimilation system throughout.
Results in Fig. 1a are from the model and assimilation system using
all regular observations to correct the model state on a daily basis, and
the system was initialized in 2012. The drifter trajectories do not affect
the results and therefore represent independent observations.

2.3. Power spectral density

The power spectral density (PSD) in Fig. 2 represents a space and
time average. An approximately 6 degree square subdomain in deep
water was chosen for two-dimensional PSD calculations (D’Addezio
et al., 2019b). Four variables were considered: mixed layer depth
(MLD) diagnosed from the model temperature, 100 m depth temper-
ature, surface kinetic energy (KE), and sea surface height (SSH). Model
data with 3-hour frequency were saved for PSD computation. At each
3-hour interval, a two-dimensional fast Fourier transform computed
the two-dimensional PSD. A time-average of the two-dimensional PSD
provided a single mean two-dimensional PSD estimate. To obtain a
one-dimensional spectrum, the time mean two-dimensional PSD was
averaged in direction along concentric circles of constant wavenumber
k (D’Addezio et al., 2019b; Richman et al., 2012). The two-dimensional
PSD is defined as:

𝐺
(

𝑘𝑥, 𝑘𝑦
)

=
(

∫

∞

−∞ ∫

∞

−∞
𝑔 (𝑥, 𝑦) 𝑒𝑖𝑘𝑥𝑥𝑒𝑖𝑘𝑦𝑦𝑑𝑥𝑑𝑦

)

(∗) (1)

where
(

𝑘𝑥, 𝑘𝑦
)

is the wavenumber vector, the first term on the right side
is the Fourier transform of the function 𝑔 (𝑥, 𝑦), and (∗) is the complex
conjugate of the Fourier transform. The directional average is then

𝐺𝑅 (𝑘) = 1
2𝜋𝑘 ∫

𝜋

−𝜋
𝐺
(

𝑘𝑥, 𝑘𝑦
)

𝑘𝑑𝜃 (2)

where 𝑘 =
√

𝑘2𝑥 + 𝑘2𝑦, 𝜃 is direction, and within the integral there is an
mplicit conversion from 𝐺

(

𝑘𝑥, 𝑘𝑦
)

to 𝐺 (𝑘, 𝜃). The plots in Fig. 2 are
𝐺𝑅 (𝑘). To obtain variance, 𝐺𝑅 (𝑘) must be multiplied by 2𝜋𝑘 and then
ntegrated over 𝑘. The total variance 𝑉 is:

= ∫

∞

0
2𝜋𝑘𝐺𝑅 (𝑘) 𝑑𝑘

= ∫

∞

0
2𝜋𝑘∫

𝜋

−𝜋

1
2𝜋𝑘

𝐺
(

𝑘𝑥, 𝑘𝑦
)

𝑘𝑑𝜃𝑑𝑘

= ∫

∞

0 ∫

𝜋

−𝜋
𝐺
(

𝑘𝑥, 𝑘𝑦
)

𝑘𝑑𝜃𝑑𝑘

= ∫

∞

−∞ ∫

∞

−∞
𝐺
(

𝑘𝑥, 𝑘𝑦
)

𝑑𝑘𝑥𝑑𝑘𝑦

(3)

Because Fig. 2 is plotted in log space, multiplying by 𝑘 is equivalent
to adding 1 to the spectral slopes. For surface kinetic energy, we
applied the processing described above separately to surface zonal
and meridional velocity and then averaged the two resulting spectra
(Richman et al., 2012).
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Fig. 3. The total errors of Argo temperature profiles (left) and synthetic temperature profiles (right) from the assimilation system indicate the higher errors at the thermocline depth
in the Gulf of Mexico due to the higher vertical temperature gradients. The solid line indicates the peak errors, and the dashed line is the mean error over all the observations.
w
e
𝑁
d

2.4. 3 km ensemble model

Ensemble ocean predictions are composed of a set of numerical
forecast models. The system used here was set up at 3 km resolution
using the NCOM model. In this study, a 32-member ensemble used an
Ensemble-Transform (ET) methodology. One member was the control
run, which conducted a daily data assimilation cycle. After the data
assimilation, the perturbations of the remaining members from the con-
trol run were scaled so that the ensemble variance matched the analysis
variance estimated during the data assimilation process (McLay et al.,
2008). All the members were then integrated forward in time until the
next assimilation cycle. Thus, the analysis variance controls the spread
of the ensemble at the analysis time, and the ensemble growth during
the forecast is dependent on the nonlinear model development. The
ensemble prediction system was initialized in 2012 and conducted daily
cycles. At any location and for any variable, the ensemble set provides
a sample intended to represent the probability density function of the
state (Evensen, 1994). This ensemble system has previously shown
skill in forecasting errors in the Gulf of Mexico domain (Wei et al.,
2014). The variance across the ensemble increases during the forecast
period. The spread-reliability is an evaluation of the variance across the
ensemble to the error variance with observations. The spread-reliability
shows the ensemble is able to predict areas of larger and smaller errors
consistent with observations. The ensemble under-predicts error in that
 s

5

the variance across the ensemble is typically lower than the observed
error variance. This is also reflected in the Talagrand histograms (Wei
et al., 2013).

Part of the error of any ensemble member is due to unconstrained
features. At any time, the mean over ensemble members reduces the
influence of the unconstrained features if the features are uncorrelated
across members. This phenomenon will be explored more thoroughly
in Section 3.1. We analyze results of the ensemble ocean system cov-
ering January through June 2016 using the power spectral density
analysis described in Section 2.3. The order of ensemble-averaging,
time-averaging, and computing PSD is important as the computation
of PSD is a non-linear operation. Define an ensemble member variable
𝑣𝑖𝑗 as the 𝑖th ensemble member at the 𝑗th time. Define the mean PSD
of a variable as:

1
𝑁𝑖𝑁𝑗

𝑁𝑖
∑

𝑖=1

𝑁𝑗
∑

𝑗=1
𝑃𝑆𝐷

(

𝑣𝑖𝑗
)

(4)

here 𝑃𝑆𝐷() is the squared amplitude of the Fourier Transform av-
raged over direction, 𝑁𝑖 is the number of ensemble members, and
𝑗 is the number of time steps. The mean PSD represents the energy
istribution of the variable that would occur on average within any
napshot of any ensemble member. Define the ensemble-mean PSD
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as:

1
𝑁𝑗

𝑁𝑗
∑

𝑗=1
𝑃𝑆𝐷

(

1
𝑁𝑖

𝑁𝑖
∑

𝑖=1
𝑣𝑖𝑗

)

. (5)

his averages the ensemble members, which reduces the effects due
o unconstrained features, before computing the PSD and averaging
ealizations over time. The ratio of ensemble-mean PSD to mean PSD
hould be less than 1 and indicates the fraction of energy remaining
fter averaging across the ensemble (Fig. 4). At the largest scales,
he ratio is near 1, which indicates the energy of features is similar
cross all the ensemble members at the larger scales. At smaller scales,
eatures across the ensembles are uncorrelated, and averaging reduces
he energy in the ensemble-mean PSD. The characteristic of importance
s the wavenumber range over which the ratio decreases substantially
rom a value of 1. In Section 3.1, we consider this wavenumber range
o show consistency with estimated constrained scales.

.5. 1 km OSSE setup

In the OSSE experiment, the term ‘nature run’ is the system with all
ealistic boundary conditions and surface forcing but without any data
ssimilation. The OSSE setup uses a 1 km nature run (D’Addezio et al.,
019a,b). The nature run allows the numerical model physics to repre-
ent instability processes that cascade energy across the wavenumber
pectrum (Fig. 2). The nature run also provides the data sampled by
imulated observing systems. We sampled the nature run at all regular
atellite and in situ observation locations and by the SWOT simulator
version 2.0.0) (Gaultier et al., 2016). A second 1 km OSSE model
ssimilates the simulated observations.

The GOFS state on November 1, 2015 provides the initial condi-
ion to the nature run. This initial condition was 2 months prior to
he OSSE experiment to allow spin-up. After spin-up to January 1,
016, a 1-year integration of the nature run saved 3-hourly values of
-dimensional temperature, salinity, and velocity and 2-dimensional
ea surface height. The OSSE initial condition on December 1, 2015
as set to the nature state on December 1, 2016. This provided a

easonally realistic initial condition with ocean mesoscale features that
ere out of place relative to the nature run. The OSSE is spun-up

or one month, assimilating daily simulated nature run observations,
nd is evaluated relative to the nature run starting January 1, 2016
D’Addezio et al., 2019b). This OSSE is a fraternal twin experiment
hat does not represent errors in the physics of the numerical model.

e sampled the nature run at real observation locations and times for
he regular observing network (in situ, satellite sea surface temper-
ture, and satellite altimetry), and the SWOT simulator sampled the
ature run using a 2 km grid in the along- and across-track directions.
he SWOT simulator includes estimates of the errors from a range
f sources. In the experiments here, we include only an estimate of
he sensor noise from the KaRIn instrument (Gaultier et al., 2016).
he expected sampling for SWOT is 1 km in the along- and across-
rack directions. In Section 2.2, we discussed the super-obbing and
hinning that takes place with respect to the horizontal decorrelation
cale. Even at 2 km, the SWOT observations are significantly reduced.

1 km sampling would result in the same data quantity used in
he assimilation. Examples of the SWOT super-obbing are provided in
’Addezio et al. (2019b) (their Fig. 9).

The simulated observations were assimilated by the OSSE using the
CODA 3DVar system (Smith et al., 2011). The OSSE used a two-step,
ulti-scale formulation of NCODA (Li et al., 2015; Souopgui et al.,
020). The first step of the analysis used same settings as discussed
n the 1 km model of Section 2.1, which are mesoscale-oriented. The
econd step used the results of the first step as the background for
omputing innovations (observation minus background) and a smaller
ecorrelation length scale (Souopgui et al., 2020). This methodology
mproves analysis skill when the observing network is able to resolve a

ide range of spatial scales (Li et al., 2015, 2019; Muscarella et al.,

6

014). The OSSE multi-scale 3DVAR assimilated observations every
4 h for a six-month period.

For the second analysis step, the horizontal scale of the SOAR
unction was about 10 km. The 10 km scale represents about 20 km
eatures, which is near the lower limit of features SWOT expects to
esolve. Each daily analysis used data over a prior period. The first step
sed prior data periods of 12-day, 5-day, and 1-day for in situ profiles,
atellite altimetry, and satellite sea surface temperature, respectively.
he second analysis used data over a 1-day period for all observation
ypes as the smaller spatial scales have shorter time scales (Souopgui
t al., 2020).

Temperature at 100 m depth was used for evaluation (Fig. 5). The
SSE assimilation experiment minus the nature run provided full time
arying 3D error fields. A spectral analysis performed on the errors
rovided the ability to identify constrained and unconstrained scales.

. Results

We use the wavenumber PSD to illustrate the relations between
odel resolution, observation resolution, and the gap between the two

Fig. 2). The data are from a 1 km resolution ocean model (Section 2.1),
nd the PSD lines are one-dimensional spectra representing time and
irection averages (Section 2.3). Features smaller than 2 km are beyond
he Nyquist wavelength of the model 1 km grid. Second order accurate
umerical schemes require about 10 grid points within one wavelength
o reasonably represent a first derivative (Roache, 1998). For the 1
m model considered, there is a limit at 10 km wavelength separating
hysics the model represents from those it does not. The level of
esired numerical accuracy may change from one situation to another,
o this limit may not be a clear and distinct line. Model resolution
ontrols the limits at the smallest scales in the spectrum. As model
esolution increases, both the Nyquist and representation limits move to
maller wavelengths to the right. Now we consider what information is
ontained in the larger constrained scales, what controls the boundary
etween the constrained and unconstrained, and what information lies
ithin the unconstrained scales.

.1. Constrained scales and confidence

By the definition introduced in Section 1, error variance in the
onstrained wavenumber band (Fig. 2) is lower than the variance
f the features themselves (D’Addezio et al., 2019b). For the OSSE
xperiments, we can compute the PSD of forecast errors to determine
he boundary between constrained and unconstrained. Because we
o not have regularly gridded observations of the true ocean, we
annot directly compute PSD of errors. An approach to estimating the
oundary separating constrained and unconstrained scales is to filter
nconstrained features from the model to reduce error variance relative
o observations (Jacobs et al., 2020). The filtering methodology is
escribed in Appendix A, which uses a Gaussian convolution kernel.
nitially removing small-scale features reduces errors to observations,
nd gradually increasing the size of the filter reduces errors until a
inimum error is reached. Continuing to increase the filter size and

emoving larger scales increases errors. Errors in surface trajectories
re a minimum at a filter length scale of 58 km defined by a Gaussian
-folding scale in a convolution kernel or a 220 km wavelength defined
y the 1

4 power point of the filter. The errors as a function of filtering
scale in Jacobs et al. (2020) are a broad minimum because error PSD
divided by true ocean PSD (𝜀 (𝑘) ∕𝛾 (𝑘)) gradually transitions from less
than 1 to greater than 1. This is also apparent in the OSSE results in
Section 3.2. In addition, the Gaussian kernel does not provide a sharp
cutoff in wavenumber space. This boundary can change depending on
the particular situation, and therefore this boundary is not a clear and
distinct line. In Fig. 2, the unconstrained band lies between the bound-
ary of skillful prediction of constrained features larger than 220 km
wavelength and the model representation limit at 10 km wavelengths.
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Fig. 4. The mean PSD (dotted line) and the ensemble-mean PSD (solid line) for surface eddy kinetic energy (m2 s−2/ cpkm) (top) and the ratio of the two (bottom). The drop
n the energy ratio in the range of 200 km to 60 km is consistent with features not being correlated between ensemble members that ensemble-averaging removes. These are
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n tests varying the horizontal decorrelation length scale within the
ata assimilation, the error minimum occurred at the same filtering
cale for the range of decorrelation scales tested except for the longest
ecorrelation scale that was unrealistically large (Jacobs et al., 2020).

Ocean forecasting experiments indicate that forecast skill degrades
ith increasing model resolution (Sandery and Sakov, 2017). Fig. 2
elps interpret this result. Assume the model resolution were such that
he scale of represented features were equivalent to scales resolved by
bservations and allowed by the data assimilation. In this case, there
ould be no unconstrained wavenumber band. As model resolution

ncreases, the unconstrained band between constrained scales and the
odel representation limit increases. All of the variance in the un-

onstrained band adds to the error level because, by definition, there
s no skill in the unconstrained band. The error variance added from
he unconstrained band is more than (up to twice) the variance of the
eatures in the unconstrained band because the model and true feature
ositions are uncorrelated (Appendix B). As model resolution continues
o increase, the unconstrained band becomes wider. The variance added
rom the unconstrained band continues to increase errors as model
esolution increases.

Errors at small scales significantly affect ocean surface trajectory
orecasts (Griffa et al., 2004), and we show the total error variance
n the constrained band is less than the total error variance in the
nconstrained band. Differencing a model field from observations,
hree sources contribute to error variance (Appendix B): (1) errors in
he constrained band (EC), (2) the model unconstrained scale variance
MU), and (3) the true ocean variance at the unconstrained scale (TU).
or the moment, we are neglecting the variance of the true ocean at
cales not represented by the model. After filtering MU features from

umerical model fields, RMS error decreases to 0.80 times the original o

7

alue (Jacobs et al., 2020). Assuming a zero mean, the RMS squared
s the variance, and therefore filtering the MU reduces variance to
.64 of the original value. Assuming the three error contributions are
tatistically independent, the MU variance is 0.36 of the total error
ariance. The remaining 0.64 of the total variance is the sum of EC
nd TU. A conservative assumption is that TU variance is equal to MU
ariance. Then the contribution of the EC band is 0.28 of the total
rror variance, which is less than TU and MU errors. The assumption
s conservative as we expect TU variance is greater than MU variance
ince model resolution limits features physically represented (Fig. 2).
hus, the contribution of the EC errors to the total error would be less
han the estimated value of 0.28, and the conclusion remains valid.
nitially we neglected errors due to variance at scales smaller than
epresented by the model. If we consider the contribution of errors
ue to variability in the true ocean at scales not represented in the
odel, the EC errors become smaller, and the conclusion remains valid.
he contribution to errors due to variability in the unconstrained band

s larger than the contribution to errors in the constrained band. The
ajority of uncertainty is in the unconstrained portion of the solution.
he constrained portion of the solution can be described as the portion

n which we have confidence. This result is a reflection of the definition
hat constrained scales have error variance smaller than the variance of
he solution (Section 1).

This conclusion is for the observations of velocity obtained from
he LASER drifters. The PSD slope can change the boundary position
or different variables. Because the PSD curves represent an average
ver direction, integration to obtain variance in a wavenumber band
equires multiplication by wavenumber (Section 2.3). When consider-
ng the contribution to variance in different wavenumber bands, a value

f 1 should be added to the slopes of the lines in Fig. 2. The ratio of
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Fig. 5. Results from a 6 month Observation System Simulation Experiment (OSSE) indicate (a) a periodic signal in the mean of the absolute value of the error (MAE) in 100
m depth temperature (black line) and the number of observations (blue line) available in each daily data assimilation cycle. The MAE frequency power spectral density (PSD)
(b) contains an energy peak at a 10.7-day period, which is a result of the SWOT sampling pattern. The ratio of error PSD to the average of nature and OSSE PSDs is computed
separately for data at the local maxima and at the local minima of the MAE time series (c). The constrained scales indicated in (c) change from 92 km when SWOT swaths are not
present to 68 km when SWOT swaths are present. The ratio of error PSD to the average of nature and OSSE PSDs over both wavenumber and frequency uses the same definition
of skill with a value of 1 plotted as a black contour (d). Areas less than 1 indicate skill, which transition from shorter time periods at large scales to only longer time periods at
small scales.
unconstrained to constrained variance (U/C variance) is the ratio of the
PSD integrated over the unconstrained band to the PSD integrated over
the constrained band. The SSH slope magnitude is largest and the mixed
layer depth (MLD) slope magnitude is smallest. Therefore, SSH U/C
variance is smaller than MLD U/C variance. This has implications for
evaluating the impact of added observations. OSSEs suggest that when
increasing SSH observations, SSH skill advancements are small, while
skill advancements in MLD are larger (D’Addezio et al., 2019b; Jacobs
et al., 2014a). When judging observation system impact, it is important
to consider a relevant variable that is sensitive to the observations and
contains requisite smaller scale structure.

Finally, we evaluate consistency of the estimated constrained and
unconstrained bands with an ensemble representation. Results from the
32-member ocean model ensemble indicate smaller scales being uncon-
strained. The mean PSD contains more variance than the ensemble-
mean PSD, and the ratio of the two shows larger energy reductions
at smaller scales (Fig. 4). Averaging over the ensemble realizations
reduces the signal of unconstrained features not correlated between
ensemble members. Larger scale features are similar amongst the en-
semble members, and averaging across the ensembles does not greatly
reduce the constrained energy. Smaller scales contain a more pro-
nounced reduction of energy when averaging over the ensemble set
with the change in relative energy occurring in the range of 100 to
8

200 km wavelengths. This is consistent with the estimated constrained
scale of 220 km obtained by filtering the 1 km model result to minimize
errors to the LASER data (Jacobs et al., 2020). Thus, our conclusions
are consistent with ensemble approaches, and we consider this further
in the discussion (Section 4).

3.2. The boundary separating constrained and unconstrained scales

Ocean features resolved by observations and corrected by the assim-
ilation control the boundary between constrained and unconstrained
scales. Prior theory and experiments have shown computing model
corrections at scales smaller than resolved by observations leads to
degradation of results (Li et al., 2015). Thus, limited independent
observations to resolve features represent a wall to predictive skill.
Demonstrations of high-resolution in situ data (Özgökmen et al., 2018)
and future high-resolution satellite ocean observing systems, such as
SWOT (Fu and Ubelmann, 2014), can reduce errors. One such example
is the application of dense surface drifter deployments to predicting tra-
jectories. Inferred velocities from 300 drifters in the Grand Lagrangian
Deployment (GLAD) (Olascoaga et al., 2013) correct model forecasts,
and forecast drift trajectories improve significantly as the data constrain
smaller scale features through a 4DVar assimilation (Carrier et al.,
2014). An explanation of the effect is that the additional data moves the
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boundary to smaller scales to the right in Fig. 2. The constrained band
increases in size, the unconstrained band reduces in size, and the total
variance contributing to errors in the unconstrained band decreases.
We use an OSSE to demonstrate and quantify this more clearly.

An OSSE of the SWOT observing system (Section 2.5) demonstrates
this in terms of the PSD of errors. Satellite orbits are predictable far
in advance. Therefore, we know the data distribution that will occur.
However, the sampled points in an area do not always form a similar
regular pattern every day. From the SWOT OSSE results, the mean of
the absolute value of the error (MAE) of 100 m depth temperature
(Fig. 5a) contains a periodicity, which correlates negatively to the
number of observations within each daily assimilation. We use the 100
m temperature for evaluation rather than the SSH because the SSH
PSD slope is steeper, which leads to 100 m temperature being a more
sensitive metric. In addition, the SSH is the main observed variable,
and evaluation of a less observed variable provides a more independent
test. The PSD of the MAE time series contains a local peak at 10.7
days (Fig. 5b). This is roughly half the 21-day exact repeat period of
the SWOT orbit, and it is due to the manner in which the satellite
samples the area during the orbit cycle. While SWOT data are dense
along satellite observation swaths, distribution of swaths in an area
is irregular in time. During the 21-day SWOT repeat period, a set of
swaths first covers the area leading to increased data, then there is
a time gap of no SWOT swaths leading to data decrease, and later
a second set of swaths provides another dense sampling set followed
by another data gap. This leads to the 10.7 day periodicity in 100 m
temperature errors.

Because we have full time-varying fields from the nature and OSSE
models, we can compute full error fields. We compute constrained
scales in 100 m depth temperature using data at times of the local
minima in the MAE and separately at the times of local maxima using
wavenumber spectral analysis. To compute the normalized error PSD
for the OSSE experiment, we used (D’Addezio et al., 2019b)

𝜀𝑂𝑆𝑆𝐸
⟨𝛾𝑁𝐴𝑇𝑈𝑅𝐸 , 𝛾𝑂𝑆𝑆𝐸⟩

, (6)

where 𝜀𝑂𝑆𝑆𝐸 is the OSSE error PSD (PSD of the nature run minus
OSSE), 𝛾𝑁𝐴𝑇𝑈𝑅𝐸 is the nature run PSD, 𝛾𝑂𝑆𝑆𝐸 is the OSSE PSD, and
rackets denote the mean of the two PSD. Values range from 0 to 2
Fig. 5). A value of 0 indicates the OSSE has no error at the particular
avelength. A value of 2 indicates the OSSE and the nature run are un-

orrelated, and the error variance is the sum of the OSSE variance and
he nature run variance. We define the boundary between constrained
nd unconstrained scales as the wavelength where the normalized error
SD has a value of 1 as in Section 1. The constrained scales have errors
maller than the variability of the features. The boundaries between
onstrained and unconstrained scales are 68 km during times of error
inima and data maxima versus 92 km during times of error maxima

nd data minima (Fig. 5c). Thus, we see the boundary separating
onstrained and unconstrained scales oscillating throughout the SWOT
bserving cycle.

With the full time-varying temperature field, we can examine the
etails of the boundary both in spatial scale and temporal scale. The
avenumber-frequency spectra of errors, the nature run, and the OSSE
xperiment were computed from the 00Z value of 100 m temperature
n each day of the 6 months. This produces a three dimensional
atrix with dimensions [f, k𝑥, k𝑦]. The [𝑘𝑥, k𝑦] PSD were directionally-

veraged as described in Section 2.3, generating a final [f,k] PSD
atrix. Normalizing the error PSD according to Eq. (6) and using the
efinition of the boundary between constrained and unconstrained as
he normalized PSD having a value of 1, we can see how the time scale
f the boundary changes as a function of spatial scale (Fig. 5d). In this
nalysis, we have not separated data from times of error minima and
axima. At the largest scales, there is skill at time periods longer than

pproximately 15 days. The boundary time scale increases as spatial
cales become shorter. For example, at 50 km scales only time periods
 s

9

onger than 40 days have skill. The shortest scales at which there is
kill are about 30 km at which the time scales move to 180 days.

The ability of the observation data to resolve smaller features
oves the boundary. While observations move the boundary to smaller

cales and advance prediction skill, we must properly utilize the con-
trained and unconstrained information from forecasts regardless of the
oundary position.

.3. Unconstrained scales and uncertainty

Though there is not skill in predicting the exact location of features
n the unconstrained band, we can still recover valuable information
rom this band. In the constrained scales, there is skill in predicting
he position of features, which is deterministic forecast skill. Assuming
he model physics are realistic, the unconstrained solution contains
tatistical prediction skill. While the position of any unconstrained
eature is not predictable, the model can predict areas in which the
nconstrained features develop. Filtering can separate scales, and the
nconstrained features are the residual of the full model solution minus
he constrained scales (Appendix A). At any time, define the local
nconstrained variability at a point

(

𝑥𝑜, 𝑦𝑜
)

as the spatially weighted
MS of the local unconstrained features: 𝑣̂𝑈

(

𝑥𝑜, 𝑦𝑜
)

(Appendix A). In
reas containing unconstrained features with large amplitude, 𝑣̂𝑈 is
arge, and areas containing small amplitude unconstrained features,
𝑣̂𝑈 is small. The vectors in Fig. 1a are the full model solution, and
ectors in Fig. 1b are the constrained currents that remain after filtering
he results shown in Fig. 1a. The background color in Fig. 1b is
he local unconstrained variability of speed (square root of eastward
nd northward 𝑣̂2𝑈 ). Larger scale constrained ocean features such as
esoscale eddies have strong currents around the periphery, which

orm sharp fronts. The small-scale nature of the fronts results in errors
ue to mispositioning with high values of 𝑣̂𝑈 . Bathymetric features
uch as the shelf break along Louisiana to the Florida panhandle are
reas of active generation of small features (Jacobs et al., 2016).
esoscale eddies modulate stratification that becomes conducive or

nhibitive to the formation of submesoscale eddies (Capet et al., 2008;
’Asaro et al., 2011; Jacobs et al., 2014b; McWilliams, 2016; Qiu
t al., 2014; Shcherbina et al., 2013; Thomas et al., 2013; Zhong and
racco, 2013). The anticyclonic Gulf of Mexico Loop Current Eddy
LCE) contains a much deeper thermocline than the surrounding area.
his effect decreases stratification in the upper water column and leads
o a much deeper mixed layer that is conducive to the formation of
ubmesoscale eddies. The LCE is typically an area of high submesoscale
ddy activity. Forecast errors or uncertainty are not expected to be
istributed uniformly but should be related to the underlying processes.

We show skill in 𝑣̂2𝑈 being a predictor for error variance by using
rajectories observed by more than 1000 surface drifters from LASER
n the Gulf of Mexico (Özgökmen et al., 2018). The value of 𝑣̂2𝑈 is an
stimate of the expected errors due to unconstrained ocean features. If
he estimator 𝑣̂2𝑈 has skill in predicting areas of small-scale activity, we
xpect a relation with observed error variance. This relation changes if
e are computing errors to the full model solution or errors to only the

onstrained portion of the model solution (Appendix B). The expected
elation between 𝑣̂2𝑈 and the constrained model solution error variance
s a constant value due to errors in the constrained field plus the value
f 𝑣̂2𝑈 due to the true ocean variance at unconstrained scales. The
xpected relation between 𝑣̂2𝑈 and the full model solution error variance
s the same constant due to errors in the constrained field plus twice
he value of 𝑣̂2𝑈 due to the unconstrained variance in the model solution
nd the true ocean variance at unconstrained scales.

To demonstrate 𝑣̂2𝑈 has predictive skill, for every drifter velocity at
location and time, we first compute the squared observed velocity

rror. The squared error adds to the value in a bin determined by the
oincident value of 𝑣̂2𝑈 . Within each bin of 𝑣̂2𝑈 , we compute the mean
f all squared velocity errors. Velocity squared errors are accumulated

eparately from both the full model field and the constrained model
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Fig. 6. The mean of the squared errors of drifter-inferred velocity minus model velocity
as a function of the predicted unconstrained local variance. The least linear squared
regressions to the data (dashed lines) are consistent with expected values. The expected
errors in the total model velocity have a 2:1 relation, the expected errors in the
confident portion of the model velocity have a 1:1 relation, and the vertical intercept
is expected to be the same between the two.

field. The results (Fig. 6) are consistent with expected relations. The
error variance of both the full model solution and the constrained
solution have about the same constant value. The constrained solution
error variance increases with a slope of about 1, and the total solution
error variance increases with of slope of about 2. This supports two
conclusions. First, using only the constrained scales in deterministic
forecasts produces lower errors in model variables in an RMS sense.
Second, the unconstrained local variance 𝑣̂2𝑈 provides statistical pre-
diction of error variance. We can accomplish this only if forecasts have
sufficient resolution to represent the small-scale features.

The ensemble results also aid in verifying the predictive skill in 𝑣̂2𝑈 .
We compute the small-scale variance of surface velocity by summing
the eastward and the northward small-scale variance of velocity com-
ponents from the 1 km model. From the ensemble, at each time we
sum the eastward and the northward variance across the ensemble. We
restrict the comparisons of the information to water depths that are
greater than 1000 m where mesoscale and submesoscale instabilities
are the dominant process. The probability density function of the small-
scale surface velocity variance and the variance of surface velocity
across the ensemble indicate a high correlation (Fig. 7). This further
advances the utility of the scale separation method, as the result
correlates well with the ensemble methodology.

We also note that the forecast time period considered in the evalua-
tions here is only the 0 to 24 h forecast after the data assimilation cycle
each day. It would be expected that as longer forecast times are con-
sidered, the boundary between constrained and unconstrained energy
will move to larger scales, or to the left in Fig. 2. The rate at which the
boundary moves to the left would be expected to be a function of the
instability growth time across the wavenumber spectrum. The SWOT
OSSE results (Fig. 5) give some indication of the speed at which errors
increase over time as the MAE increases during periods of no SWOT
coverage from the minimum value. The rate at which the constrained
scales change during the forecast time is an important aspect left for
future examination.

4. Discussion

Results in Fig. 6 are consistent with the concept that the forecast
solution contains skill in the constrained scales, the unconstrained
scales add error, the small-scale variability is predictor of the error
variance, and thus the high-resolution forecasts have skill in predicting

areas in which the small-scale variability will occur. This is similar to

10
Fig. 7. The probability density function of the small-scale variance of surface velocity
from the 1 km model vs. the variance across the ensemble of surface velocity during
the LASER time period. The results include data only in locations where the water
depth is greater than 1000 m.

the meteorological problem of showing skill in high-resolution model
rainfall (Gilleland et al., 2010). A range of metrics have been developed
in meteorology such as Fractional Skill Score, which is skill in pre-
dicting the fraction of an area over which rainfall exceeds a threshold
(Mittermaier and Roberts, 2010). Such metrics are enabled by large
area gridded data of rainfall rates from radar systems. Even with the
extensive drifter deployment during the LASER experiment, the ocean
sampling was relatively sparse and non-uniform. Constructing regular
gridded fields for evaluation was not possible, so our metrics are simple
RMS errors at point locations.

Improved metrics could advance the demonstration of value in high-
resolution ocean models. It is also important to consider the variables
used in the metrics, and the spectral slopes in Fig. 2 are important
considerations. The steep slope of SSH indicates this is not a sensitive
variable for demonstrating advances in predictive skill. The shallow
slope of the EKE and MLD shows the influence of smaller scale features.
Previous Observation System Experiments (OSEs) (Jacobs et al., 2014b)
indicate the improvement when adding an additional altimeter data
stream is much smaller in SSH than in frontogenesis forcing and surface
divergence skill. Frontogenesis forcing is based on the flow field strain
and buoyancy gradients, and surface divergence is a gradient of the
velocity field. The slope of the frontogenesis forcing and divergence
PSD would be shallower by a value of 1 than EKE, and the slope
of EKE is about 1 shallower than the slope of SSH that would be
expected if currents were in geostrophic balance (Fig. 2). Because
frontal areas typically contain stronger currents, they are important
for many applications including fisheries, commercial endeavors, and
emergency response. The surface divergence driven by frontogenesis
may be sufficiently observable in the future by airborne instruments
(Rodríguez et al., 2018). As we look to developing metrics more closely
related to human activity, these will tend toward variables that have a
much flatter slope and thus much more variability at small scales.

Part of the forecast process is the assimilation and associated set-
tings including length scales of background errors, flow dependent
correlations, and observation errors. Prior results indicate the boundary
separating constrained and unconstrained scales is more sensitive to
some parts of the data assimilation than others. In experiments varying
the horizontal decorrelation scale (Jacobs et al., 2020), the boundary
did not change except for the largest, unrealistic decorrelation scale. In
OSSE experiments (Souopgui et al., 2020), adding SWOT data increased
skill in both single-scale and multi-scale assimilation. The multi-scale
assimilation consistently provided increased forecast skill relative to

the single-scale assimilation, and the boundary scale decreased slightly.
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Thus, changes in the data assimilation process can have impact on the
boundary between constrained and unconstrained scales. It should be
noted that the OSSE experiments were able to compute the boundary
scale from the PSD of full time-evolving 3D fields, while the estimates
of the boundary scale through comparison to non-uniformly distributed
drifters used a filtering approach. The OSSE experiments are a much
more sensitive tool than what can be measured by direct observations.
Together, these results imply that advancing the data assimilation
process and settings increases forecast skill and can have impacts on the
boundary of constrained scales. From the OSSE results in this paper, we
find additional observations that resolve smaller scale ocean features
reduce the constrained scales.

The features leading to the unconstrained energy are due primarily
to flow instabilities. These include small mesoscale eddies on the
scale of 100 km, submesoscale eddies with high Rossby number, and
frontogenesis processes that are driven by straining of the mesoscale
and submesoscale flow and buoyancy fields (Hoskins, 1982). The moti-
vation for conducting the experiments at 1 km resolution was to resolve
the processes associated with submesoscale eddies (Capet et al., 2008).
Prediction of instability processes requires regular corrections to model
initial conditions, and high-resolution models with insufficient obser-
vations leads to unconstrained scales. Other dynamical regimes may
not contain processes leading to the separate unconstrained features. In
particular, coastal environments are dominated by wind-driven events
and fresh water fluxes from land rather than instabilities. Thus, caution
should be exercised prior to applying these concepts to other dynamical
regimes.

In light of the unconstrained variability, we must reconsider ob-
servation errors in high-resolution models. Errors in instrumentation
are often the smallest source of discrepancy between observations and
model forecasts. Representativeness errors are regarded as signal due to
small-scale features in the true world that the numerical model does not
represent. In Fig. 2, this is the variance in the band at scales smaller
than represented by the model or smaller than 10 km in the case of
the 1 km resolution model used here. Considering Fig. 2 again, there is
large variance in the unconstrained band that creates deviations of the
model from observations, and this is an additional error source. The
unconstrained errors in Fig. 2 are larger than the representativeness
errors because the model resolution represents features down to 10
km, and observations constrain only much larger features. In addition,
because the model unconstrained features are uncorrelated with the
true ocean features, the total unconstrained error variance is twice the
variance of the true ocean in the unconstrained band.

If, as in Appendix B, we separate the model and true world into
variability in the constrained scales and unconstrained scales, and if we
assume the model and true fields are uncorrelated in the unconstrained
band, we find additional errors that are twice the variance in the
unconstrained scales represented by the model when comparing to the
LASER drifters. To the representativeness errors we must add twice the
unconstrained variance. This is analogous to the double penalty errors
pointed out by Gilleland et al. (2009). In the assimilation experiments
here, the unconstrained variance error was not considered. Including
the error would be expected to reduce the influence of observations,
and appropriate errors could increase forecast skill and move the
boundary to smaller scales. While the quantitative value of the bound-
ary position may change, the concepts of separating constrained and
unconstrained scales would not.

5. Conclusions

We provide a framework in wavenumber space to understand con-
cepts involved in ocean forecast systems that have model resolution
representing features smaller than observations resolve and the assim-
ilation system corrects. Constrained scales are defined as having error
variance smaller than the true world variance. Model smaller scales

are unconstrained and have errors larger than the true world variance.

11
We have confidence in the forecasts at the constrained scales, and the
unconstrained scales contain uncertainty since there is no predictive
skill. Error variance in the unconstrained band is up to twice the
variance of the true world features. Results from ensemble forecasts
are consistent with the scales estimated to be constrained. The ratio
of ensemble-mean PSD to the mean of the ensemble PSD shows the
large reduction of energy in the unconstrained scales indicating the
uncorrelated features between ensemble members at the smaller scales.
The framework explains results in which increased resolution leads to
degraded skill (Sandery and Sakov, 2017) since increased resolution
increases the variance in the unconstrained scales.

The boundary between constrained and unconstrained bands is
controlled by the capability of observations to resolve features and
the assimilation to correct the model initial condition. Moving the
boundary to smaller scales increases the constrained band and reduces
forecast error. The assimilation system must use data appropriately
to ensure smaller features are corrected as shown by Souopgui et al.
(2020). Variables and metrics that are most sensitive to observation
and assimilation impacts are those with larger energy at smaller scales,
and thus have shallow PSD slopes. Ocean variables such as MLD and
frontal forcing are better indicators of advanced forecasts than SSH.

Adding observations through the SWOT OSSE shows regular peri-
odic intervals when SWOT swaths cover the domain with the boundary
moving to smaller scales and intervals when SWOT swaths are absent
from the domain with the boundary moving to larger scales. The OSSE
also shows the separation of time and space scales of constrained
features. The largest constrained features cover time scales of 15 days
and longer, while the smaller constrained features occur only at time
scales of 100 days and longer.

In the 1 km setup, the unconstrained local variance 𝑣̂2𝑈 has skill in
predicting the forecast errors since the majority of the errors are due
to features at scales below the constrained. In order for 𝑣̂2𝑈 to be a pre-
dictor, model resolution must be sufficient to represent unconstrained
processes of importance. Twice the unconstrained variance must be
included in observation errors in addition to representativeness errors.
Based on the PSD of the 1 km model (Fig. 2), the unconstrained errors
are larger than representativeness errors, which are typically larger
than instrument errors.

The equivalent results of the unconstrained variance versus ensem-
ble variance in Fig. 7 require several critical factors to be met. The
locations of unconstrained variability must have predictability, and the
areas of unconstrained variability are controlled by the larger scale
constrained flow field. We must know the boundary position between
the constrained and unconstrained portions of the fields, and the LASER
observations play a key role in estimating the boundary scale. The
forecast model must have sufficient resolution to represent the majority
of variance at unconstrained scales. Finally, the majority of forecast
error must be in the unconstrained band, and the PSD slope is an
important factor in determining this (Fig. 2).

Knowing the separation between constrained and unconstrained
energy allows high-resolution forecasts to be used most effectively.
The constrained portion of the solution has lower errors. Information
in the unconstrained local variance could be exploited in statistical
forecasts (Piterbarg, 2001). We must continue to extend numerical
representation of smaller scale dynamics, as these affect dispersion at
scales well below model resolutions (Poje et al., 2014). Theory to ex-
ploit unconstrained statistical information in dispersion prediction has
been utilized in the ocean (Haza et al., 2007). Ultimately, by knowing
and exploiting both constrained and unconstrained information, we
can justify continued increase in ocean model resolution beyond scales
resolved by present observing networks.
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Appendix A. Separating large and small scales and the definition
of local unconstrained local variability

Define the boundary scale as 𝐿𝑏, and the Gaussian convolution
kernel at a grid point

(

𝑥𝑜, 𝑦𝑜
)

:

𝑘
(

𝑥𝑖, 𝑦𝑗
)

= 𝑚𝑎𝑠𝑘
(

𝑥𝑖, 𝑦𝑗
)

exp
((

−
(

𝑥𝑖 − 𝑥𝑜
)2 −

(

𝑦𝑖 − 𝑦𝑜
)2
)

∕𝐿2
𝑏

)

. (7)

Because land boundaries create an irregular ocean domain, the defini-
tion of the kernel includes the value 𝑚𝑎𝑠𝑘

(

𝑥𝑖, 𝑦𝑗
)

defined as 1 if
(

𝑥𝑖, 𝑦𝑗
)

is water and 0 if land. In addition, 𝑚𝑎𝑠𝑘
(

𝑥𝑖, 𝑦𝑗
)

is set to 0 if the point
(

𝑥𝑖, 𝑦𝑗
)

extends beyond the boundary of the model domain.
The constrained field of variable 𝑣 at a grid point

(

𝑥𝑜, 𝑦𝑜
)

is defined
as:

𝑣𝐶
(

𝑥𝑜, 𝑦𝑜
)

= 1
𝑁𝑜

𝑖0+3𝐿𝑏 ,𝑗0+3𝐿𝑏
∑

𝑖=𝑖0−3𝐿𝑏 ,𝑗=𝑗0−3𝐿𝑏

𝑣
(

𝑥𝑖, 𝑦𝑗
)

𝑘
(

𝑥𝑖, 𝑦𝑗
)

, where (8)

𝑜 =
𝑖0+3𝐿𝑏 ,𝑗0+3𝐿𝑏

∑

𝑖=𝑖0−3𝐿𝑏 ,𝑗=𝑗0−3𝐿𝑏

𝑘
(

𝑥𝑖, 𝑦𝑗
)

(9)

The unconstrained field of 𝑣 is

𝑈
(

𝑥𝑜, 𝑦𝑜
)

= 𝑣
(

𝑥𝑜, 𝑦𝑜
)

− 𝑣𝐶
(

𝑥𝑜, 𝑦𝑜
)

. (10)

he local unconstrained variability at a grid point
(

𝑥𝑜, 𝑦𝑜
)

is

̂𝑈
(

𝑥𝑜, 𝑦𝑜
)

=

√

√

√

√

√

1
𝑁𝑜

𝑖0+3𝐿𝑏 ,𝑗0+3𝐿𝑏
∑

𝑖=𝑖0−3𝐿𝑏 ,𝑗=𝑗0−3𝐿𝑏

𝑣2𝑈
(

𝑥𝑖, 𝑦𝑗
)

𝑘
(

𝑥𝑖, 𝑦𝑗
)

(11)

ppendix B. Expected errors in constrained and unconstrained
ortions of the solution

Separate the true ocean variable 𝑣 based on the boundary scale so
hat it is composed of constrained and unconstrained components:

𝑡 = 𝑣𝑡𝐶 + 𝑣𝑡𝑈 (12)

Similarly, separate the model variable

𝑚 = 𝑣𝑚𝐶 + 𝑣𝑚𝑈 (13)

The model constrained field is equal to the true constrained field
lus an error:

= 𝑣 + 𝑣 (14)
𝑚𝐶 𝑡𝐶 𝑚𝐶𝜀
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The squared error of the model constrained field is:

𝜀2𝑚𝐶 =
(

𝑣𝑚𝐶 − 𝑣𝑡
)2

=
(

𝑣𝑡𝐶 + 𝑣𝑚𝐶𝜀 −
(

𝑣𝑡𝐶 + 𝑣𝑡𝑈
))2

=
(

𝑣𝑚𝐶𝜀 − 𝑣𝑡𝑈
)2

(15)

The squared error of the total model field is:

𝜀2𝑚 =
(

𝑣𝑚 − 𝑣𝑡
)2

=
(

𝑣𝑡𝐶 + 𝑣𝑚𝐶𝜀 + 𝑣𝑚𝑈 −
(

𝑣𝑡𝐶 + 𝑣𝑡𝑈
))2

=
(

𝑣𝑚𝐶𝜀 + 𝑣𝑚𝑈 − 𝑣𝑡𝑈
)2

(16)

Assume that the errors of the model constrained field are not
correlated to other fields (either model or true) and that the model and
true unconstrained fields are not correlated to each other:
⟨𝑣𝑚𝐶𝜀, 𝑣𝑡𝑈 ⟩ = 0

⟨𝑣𝑚𝐶𝜀, 𝑣𝑚𝑈 ⟩ = 0

⟨𝑣𝑚𝑈 , 𝑣𝑡𝑈 ⟩ = 0

(17)

where the brackets indicate a statistical expected value. Then the
expected values of the squared errors are:
⟨

𝜀2𝑚𝐶
⟩

=
⟨

𝑣2𝑚𝐶𝜀
⟩

+
⟨

𝑣2𝑡𝑈
⟩

(18)
⟨

𝜀2𝑚
⟩

=
⟨

𝑣2𝑚𝐶𝜀
⟩

+
⟨

𝑣2𝑚𝑈
⟩

+
⟨

𝑣2𝑡𝑈
⟩

(19)

Here we make two points. First, the errors of the full model field
relative to observations are composed of the errors in the constrained
field, the model variance in the unconstrained band, and the true world
variance in the unconstrained band. We also conclude that the full
model field errors are larger than the errors of only the constrained
model field due to the additional model unconstrained variance

⟨

𝑣2𝑚𝑈
⟩

.
Assume that the model unconstrained variance and the true world
unconstrained variance are both equal to the same value

⟨

𝑣2𝑈
⟩

. Then
the expected squared errors of the constrained and total model fields
are
⟨

𝜀2𝑚𝐶
⟩

=
⟨

𝑣2𝑚𝐶𝜀
⟩

+
⟨

𝑣2𝑈
⟩

(20)
⟨

𝜀2𝑚
⟩

=
⟨

𝑣2𝑚𝐶𝜀
⟩

+ 2
⟨

𝑣2𝑈
⟩

(21)

The model constrained field error is a constant due to errors in the
constrained variable plus the variance in the unconstrained band. The
error in the total model field is higher than the variance of the uncon-
strained. This is a result of the model and true unconstrained variability
being uncorrelated. Considering errors within the unconstrained band,
the model error variance is twice the unconstrained variance

⟨

𝑣̂2𝑈
⟩

.
If the local spatial variance of the unconstrained scales in the model

̂2𝑈 is an estimate of the unconstrained variance, then the expected
squared error in the model constrained field at a location is a constant
due to the error in the model constrained field plus the estimated
unconstrained variance 𝑣̂2𝑈 . The expected squared error in the model
total field is the same constant plus twice the estimated unconstrained
variance 𝑣̂2𝑈 .
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