
NFLUX Satellite-Based Surface Radiative Heat Fluxes. Part II: Gridded Products

JACKIE C. MAY, CLARK ROWLEY, AND CHARLIE N. BARRON

Naval Research Laboratory, Stennis Space Center, Mississippi

(Manuscript received 18 August 2016, in final form 9 December 2016)

ABSTRACT

The Naval Research Laboratory (NRL) ocean surface flux (NFLUX) system provides near-real-time

satellite-based gridded surface heat flux fields over the global ocean within hours of the observed satellite

measurements. NFLUX can serve as an alternative to current numerical weather prediction models—in

particular, the U. S. Navy Global Environmental Model (NAVGEM)—that provide surface forcing fields to

operational ocean models. This study discusses the satellite-based shortwave and longwave global gridded

analysis fields, which complete the full suite of NFLUX-provided ocean surface heat fluxes. A companion

paper discusses the production of satellite swath-level surface shortwave radiation and longwave radiation

estimates. The swath-level shortwave radiation estimates are converted into clearness-index values. Clearness

index reduces the dependency on solar zenith angle, which allows for the assimilation of observations over a

given time window. An automated quality-control process is applied to the swath-level estimates of clearness

index and surface longwave radiation. Then 2D variational analyses of the quality-controlled satellite esti-

mates with background atmosphericmodel fields form global gridded radiative heat flux fields. The clearness-

index analysis fields are converted into shortwave analysis fields to be used in other applications. Three-hourly

shortwave and longwave analysis fields are created from 1 May 2013 through 30 April 2014. These fields are

validated against observations from research vessels and moored-buoy platforms and compared with

NAVGEM.With the exception of the mean bias, the NFLUX fields have smaller errors when compared with

those of NAVGEM.

1. Introduction

The combination of latent and sensible turbulent heat

fluxes and solar and longwave radiative heat fluxes

largely determines the ocean surface heat budget. The

heating and cooling of the ocean surface affect oceanic

properties such as mixed-layer and sonic-layer depths,

as well as atmospheric features such as stability and

convection. Ocean forecast modeling is highly de-

pendent on these ocean surface heat fluxes. Most often,

the heat flux fields used to force ocean model forecasts—

in particular, those of operational forecast models—

are obtained from numerical weather prediction

(NWP) products (Wallcraft et al. 2008), because they

are able to provide timely global gridded products. NWP

products can have large errors in atmospheric fields,

do not give a closed global heat budget, and often have

large regional biases (Curry et al. 2004; Wallcraft

et al. 2008). In addition, ocean models require ocean-

only atmospheric forcing fields; using NWP products

can introduce land contamination to the atmospheric

variables (Kara et al. 2007).

An alternative to NWP products is satellite-based

products. Satellite-based products are more likely to

have similar characteristics over time and are also

available at high temporal resolution (Smith et al. 2011).

These products can have large uncertainties because of

inaccuracies in additional input data and in the surface

flux retrieval algorithms or methods (May et al. 2017).

Satellite-based surface heat flux datasets over the global

ocean have been produced and have been available for

many years, and several studies have compared these

products (Garratt et al. 1998; Smith et al. 2011; Wang

et al. 2013). The focus of most of these prior studies and

datasets is on the surface state parameters and turbulent

heat fluxes rather than on the surface radiative heat

fluxes. The study presented here focuses on the satellite-

based gridded radiative heat flux estimates.

Several satellite-based gridded radiative heat flux

products currently exist. The most recent versions of

existing satellite-based global radiative datasets in-

clude the International Satellite Cloud Climatology

Project (ISCCP) D series (Rossow and Schiffer 1999;
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Zhang et al. 2004); the Clouds and the Earth’s Radiant

Energy System (CERES) synoptic 18 3 18 product

(SYN1deg), edition 3a (Rutan et al. 2015); and the

National Aeronautics and Space Administration

(NASA) Global Energy and Water Exchanges project

(formerly Global Energy and Water Cycle Experiment)

(GEWEX) surface radiation budget (SRB), release 3.0

(Zhang et al. 2013, 2015). Each of these datasets contains

3-hourly high-quality global flux estimates used for cli-

mate research. The ISCCP and GEWEX SRB products

are available for July 1983–December 2007. The CERES

SYN1deg products are produced with a data latency of

about 6 months after the actual satellite observations are

taken. CERES SYN1deg data are currently available for

July 2002–June 2016.

The Fast Longwave and Shortwave Radiative Flux

(FLASHFlux) dataset was developedmore recently as a

rapid-release version of CERES SYN1deg to provide

flux estimates within 1 week of the observed satellite

measurements (Kratz et al. 2014). The FLASHFlux

dataset is produced using modified versions of the

algorithms and processing techniques developed for

CERES SYN1deg.When theCERES SYN1deg product

becomes available, it replaces the FLASHFlux product,

and therefore there is not a long archive of FLASHFlux

data available. The FLASHFlux dataset is useful for

many near-real-time data needs, but the 1-week data

latency is still too long to be used in operational real-

time forecast models.

Because of the data latency of the current satellite-

based products and the shortcomings of current NWP

products, the Naval Research Laboratory (NRL) ocean

surface flux system (NFLUX) was developed. NFLUX

provides gridded satellite-based surface heat flux esti-

mates over the global ocean within hours of the ob-

served satellite measurements. The NFLUX system

largely uses satellite measurements from polar-orbiting

passive microwave sensors. As stated in May et al.

(2016), which focuses on the gridded satellite-based

state parameters and turbulent heat fluxes within the

NFLUX system, the NFLUX fields can serve two pri-

mary purposes. First, these fields can be an alternative or

correction to current NWP products used to provide the

surface forcing to operational ocean models. Second,

these fields provide a means for using satellite obser-

vations of the air–sea interface to assess and monitor

NWP products and coupled models.

A discussion of how the satellite-based gridded sur-

face radiative fluxes are produced is given in section 2.

Section 3 describes the current NWP model being used

as the primary source of forcing for U.S. Navy global

ocean models: the Navy Global Environmental Model

(NAVGEM; Hogan et al. 2014). The NFLUX fields are

validated against in situ data and compared with

NAVGEM and CERES SYN1deg fields in section 4.

2. Global gridded surface radiative heat flux fields

The NFLUX system processes and assimilates satel-

lite observations to produce ocean surface heat flux es-

timates in near–real time. NFLUX has three primary

components: data processing, quality control, and 2D

variational analysis. A schematic of the major compo-

nents of the NFLUX radiative heat flux data flow is

presented in Fig. 1. The steps after the first shaded

rectangle are the same as for the turbulent heat fluxes

presented in May et al. (2016), which discusses the

quality control, 2D assimilation, and validation of the

state parameters and turbulent heat fluxes.

a. Data processing

The first component of the NFLUX system for the

radiative heat fluxes processes satellite swath-level data

into swath-level surface downwelling shortwave and

longwave estimates SWdwn and LWdwn, respectively.

For full details on the production and evaluation of the

NFLUX swath-level radiative heat flux estimates, refer

to the companion paper (May et al. 2017). A brief

summary is included here for completeness. The SWdwn

and LWdwn swath-level estimates are produced using the

Rapid Radiative Transfer Model for Global Circulation

Models (RRTMG; Clough et al. 2005; Iacono et al.

2008). The primary inputs to theRRTMGare the swath-

level atmospheric temperature and moisture profiles

and cloud information obtained from the Microwave

Integrated Retrieval System (MIRS; Boukabara et al.

2011). MIRS is available for six satellite platforms: the

Defense Meteorological Satellite Program (DMSP) F16

and F18 platforms, the European Organisation for the

Exploitation of Meteorological Satellites (EUMETSAT)

MetOp-A and MetOp-B platforms, and the National

Oceanic and Atmospheric Administration (NOAA)

NOAA-18 and NOAA-19 platforms. Additional model

inputs to the RRTMG include aerosol optical depths

from the NRL Aerosol Analysis and Prediction System

(NAAPS; Zhang et al. 2008), atmospheric ozone profiles

from the Stratosphere Monitoring Ozone Blended

Analysis (SMOBA; Yang et al. 2006), and sea surface

temperatures (SST) from the U.S. Navy Global Ocean

Forecasting System (GOFS; Metzger et al. 2014). Other

inputs include trace gas amounts reported by the World

Meteorological Organization (Dlugokencky et al. 2014),

ocean surface albedo, ocean surface emissivity, and the

solar constant.

The SWdwn swath-level estimates obtained from the

RRTMG are converted into clearness-index (CI)
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values. The CI, also called the shortwave atmospheric

transmittance, is defined as the ratio of the SWdwn to the

incoming solar radiation at the top of atmosphere

SWTOA and is representative of an atmospheric atten-

uation factor (Liou 1992; Petty 2006; Diagne et al. 2013;

Inman et al. 2013; Boilley and Wald 2015). The advan-

tage of CI over SWdwn is that CI reduces the dependence

on solar zenith angle, allowing CI values over a given

time window to be considered as synoptic, which is not

the case for SWdwn.

b. Quality control

The second component of the NFLUX system applies

an automated quality control (QC) to the swath-level CI

and LWdwn estimates. The NFLUX radiative heat flux

QC process is an extension of the Navy Coastal Ocean

Data Assimilation (NCODA) system (Cummings 2005;

Cummings and Smedstad 2013) and follows the same

method as described for the NFLUX turbulent heat

fluxes (May et al. 2016). Prior to the QC, preliminary

data sensibility checks are performed. These checks

ensure that the data point is over the ocean, the obser-

vation location is consistent with prior positions from

the same platform, the value is within valid ranges, and

there are no duplicate reports. The QC process then

assigns a probability of error ranging from 0 to 1, with

1 representing a high probability of error, to each valid

observation on the basis of background-field checks.

The background-field checks include comparisons of the

observations with the previous analysis, or forecast, field

as well as with climatological values (described in more

detail below). The final assignment of probability of

error summarizes the results from all of the QC tests. If

the observation fails the climate background check but

not the previous-analysis field check, it is not necessarily

assigned a low probability of error. As discussed in

Cummings (2005), this QC process is designed to ensure

that erroneous data will be assigned a high probability of

error without excluding extreme but still valid data,

which can be assigned a low probability of error if con-

sistent with recent analysis or forecast fields.

For the radiative heat fluxes, the background-field

check uses monthly climate fields constructed from the

CERES SYN1deg product (Rutan et al. 2015). This

CERES product provides climate-quality 3-hourly-

average (at 0130, 0430, etc., UTC) surface and profile

radiant fluxes and cloud properties using a one-

dimensional radiative transfer model. Primary inputs

to the CERES radiative transfer model include Mod-

erate Resolution Imaging Spectroradiometer (MODIS)

observations from the Terra and Aqua satellite plat-

forms, 3-hourly observations from geostationary satel-

lite platforms, and atmospheric reanalysis data from the

Global Modeling and Assimilation Office Goddard

Earth Observing System (GEOS) Model. The CERES

3-hourly monthly-mean SWdwn, SWTOA, and LWdwn

FIG. 1. The NFLUX system radiative heat flux data-flow schematic. Unshaded rectangles

signify the input datasets, ovals signify major internal processes, and shaded rectangles signify

the end product from each primary component of the NFLUX system. The dashed arrow lines

indicate that the end product from one cycle is used in the following cycle.
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fields for July 2002–April 2015 were obtained from the

NASA Langley Research Center Atmospheric Science

Data Center. Three-hourly monthly-mean CI fields

were created from the 3-hourly monthly-mean SWdwn

and SWTOA fields (CI5 SWdwn/SWTOA). Then, for each

month of the year, a single monthly-mean CI (LWdwn)

field was created using a simple average of all CI

(LWdwn) 3-hourly monthly-mean values for the given

month. This produced a total of 12 CI monthly-mean

fields and 12 LWdwn monthly-mean fields. A two-way

five-point moving-average filter was then applied to the

monthly-mean fields to reduce spatial noise. The Janu-

ary and July CI and LWdwn monthly-mean climatologi-

cal fields are shown in Fig. 2. These monthly-mean fields

are used only in the QC checks.

c. 2D variational assimilation

The third component of the NFLUX system performs

2D variational analyses of the quality-controlled satel-

lite swath-level CI and LWdwn estimates with back-

ground fields from atmospheric model forecasts to

produce global gridded analysis fields. Similar to the

NFLUX QC component, the NFLUX 2D variational

analysis component for the radiative fluxes is an exten-

sion of the NCODA system and follows the same

method as described for the NFLUX turbulent heat

fluxes (May et al. 2016, their section 2c). A discussion of

the various aspects of the 2D variational analysis com-

ponent is also provided here so that specific details re-

lated to the radiative heat fluxes, as opposed to the

turbulent heat fluxes, can be presented. The analysis

fields are produced with a 3-hourly update cycle (i.e.,

0000, 0300 UTC, etc.) from 10 April 2013 through

30 April 2014 on a Mercator projection with 24-km

spacing along the equator. Although the grid only ex-

tends from 79.158S to 79.158N, we refer to the NFLUX

product as being global since it covers the ice-free ocean.

As in May et al. (2016), the CI and LWdwn 2D varia-

tional analyses are performed with a background field.

The CI background field consists of only an atmospheric

model forecast field of CI. The LWdwn background field

is formed by adding the weighted average of the pre-

vious 16 NFLUX LWdwn analysis increment fields, rep-

resenting 2 days, to an atmospheric model forecast field

of LWdwn. By including preceding increment fields in the

background field, previously observed satellite-minus-

model corrections are ‘‘persisted’’ forward. For consis-

tency with May et al. (2016), the atmospheric model

forecast fields used in this study are the NAVGEM 12-h

forecast fields.

Parameter-specific background-field errors for CI and

LWdwn are modeled as a product of a background-error

correlation length scale and a background-error vari-

ance, following May et al. (2016). The second-order

autoregressive form is used as the analytical correlation

structure in these results. The CI (LWdwn) background-

error correlation length scales were estimated using a

time series of 3-hourly (12 hourly) NAVGEM forecasts

and corresponding 12-h verifying analyses every 4 days

(1 day) for 1 year (2013). At each verifying time, the

FIG. 2. (left) January and (right) July monthly climatological fields for (top) CI and (bottom) LWdwn.
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difference between the forecast field and verifying

analysis field was defined as the error field. For each

point on a uniform 28 grid, neighboring values from the

error field were sorted into 50-km spatial-difference

bins, from 50 to 500km. A Gaussian function was fit to

the binned covariances, with the characteristic scale of

the Gaussian function taken to be the correlation length

scale at that grid point. The time series of the fields of

correlation length scale were then averaged together,

and a two-way five-point moving-average filter was ap-

plied to create the final background-error correlation

length scale fields (Fig. 3). The CI (LWdwn) background-

error variance at each analysis time is computed as

the weighted sum of the previous 10 days of successive

24-hourly (3 hourly) forecast-field differences.

Before being assimilated with a background field, the

satellite swath-level CI and LWdwn observations must go

through the automated QC. As discussed in section 2b,

this process ultimately assigns a probability of error

ranging from 0 to 1. All satellite swath-level CI and

LWdwn observations with a QC value of 0.95 or less and

an observation time within 1.5 h of the NFLUX analysis

time are assimilated with the background field, follow-

ing themethod ofMay et al. (2016). TheQC threshold of

0.95 excludes only the observations with a very large

probability of error; approximately 3% of the swath-

level LWdwn and 1% of the swath-level CI observations

are excluded from assimilation.

For each analysis time, there are approximately

140 000 swath-level LWdwn and 70 000 swath-level CI

quality-controlled observations available for assimila-

tion. Because of the amount of data available for

assimilation, ‘‘super observations’’ are created for com-

putational efficiency by averaging the input swath-level

observations within bins that are 3 times the global

analysis grid-mesh interval. In addition to the swath-

levelQC values, platform-specific observation errors are

used to determine the weight of each observation. The

observation errors are defined as the root-mean-square

error (RMSE) of the swath-level retrievals when

compared with in situ data. These errors are presented

and discussed in detail in the companion paper (May

et al. 2017). For completeness, the RMSEs from the

combined in situ comparisons for each platform are

shown in Table 1. For locations and times for which no

satellite data are assimilated, the background field is not

updated and effectively persists forward.

As discussed previously, an SWdwn field, and not a CI

field, is used to force ocean forecast models. After the

CI analysis field is created, it is converted into an SWdwn

analysis field using SWdwn 5 CI 3 SWTOA. The CI

analysis fields are only considered to be an intermediate

stage in the NFLUX system; the SWdwn analysis fields

are the product evaluated in this study.

3. NAVGEM

The U.S. Navy’s current global atmospheric forecast

and data assimilation system is NAVGEM (Hogan et al.

2014). For full details on the NAVGEM system used

within NFLUX, the reader is referred to section 3 of

May et al. (2016). The retrieved NAVGEM fields used

in this study include the net surface shortwave radiation

SWnet, net surface longwave radiation LWnet, and SST

forecast fields. The NAVGEM CI field (again, CI 5
SWdwn/SWTOA), which is used as the NFLUX CI

background field, is determined from the NAVGEM-

calculated SWdwn and SWTOA fields:

SW
dwn

5
SW

net

12 0:09
and (1)

SW
TOA

5 S
0
(r

0
/r)2 cosZ , (2)

where S0 is the solar constant, r0 is the mean sun–Earth

distance, r is the instantaneous sun–Earth distance,

which varies throughout the year according to the

elliptical orbit, and Z is the solar zenith angle. The

NAVGEM SWdwn is calculated from SWnet using a

constant ocean surface albedo of 0.09.We use a constant

albedo to determine the NAVGEM SWdwn since the

FIG. 3. NFLUX (left) CI and (right) LWdwn horizontal length scales (km).
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albedo over the ocean is set to a fixed value within the

NAVGEM system (J. Ridout 2013, personal communi-

cation). The swath-level CI values that will be assimi-

lated have been calculated using a varying ocean surface

albedo (May et al. 2017).

The NAVGEM LWdwn field,

LW
dwn

5 (sT4
s ) 2

LW
net

0:997
, (3)

where s is the Stefan–Boltzmann constant (5.669 3
1028Wm22K24) and Ts is the SST, is used as part of the

NFLUXLWdwn background field and is determined from

the NAVGEM-provided LWnet and SST forecast fields

and a constant ocean surface emissivity of 0.997. Similar

to the NAVGEM ocean surface albedo discussed above,

the ocean surface emissivity is also set to a constant value

within the NAVGEM system (J. Ridout 2013, personal

communication). The swath-level LWdwn values that will

be assimilated have also been calculated using a constant

ocean surface emissivity value of 0.997. Using a varying

ocean surface emissivity, which would be more realistic,

will be investigated in future work.

4. Comparisons with in situ observations

In situ radiative flux observations are obtained from

research vessels and moored buoys. The research-vessel

observations in this study are from ships that partici-

pate in the Shipboard Automated Meteorological and

Oceanographic System (SAMOS) initiative (Briggs

et al. 2016). The moored-buoy observations are from

four different arrays: the OceanSites network (http://

www.oceansites.org), the Prediction and Research

Moored Array in the Tropical Atlantic array (PIRATA;

Bourlès et al. 2008), the Research Moored Array for

African–Asian–Australian Monsoon Analysis and Pre-

diction (RAMA; McPhaden et al. 2009), and the Trop-

ical Atmosphere Ocean/Triangle Trans-Ocean Buoy

Network array (TAO/TRITON; McPhaden et al. 1998).

For the time period in this study, 12 research vessels and

47 moored buoys provided high-temporal-resolution

SWdwn observations while 9 research vessels and

14 moored buoys provided high-temporal-resolution

LWdwn observations. Gupta et al. (2004) recom-

mended averaging cloudy SWdwn observations over

60min to better represent the cloud spatial variability.

In this study, there is no distinction between clear and

cloudy conditions, and therefore all SWdwn in situ ob-

servations have been averaged over 60min. The LWdwn

in situ observations have no averaging applied. Further

details on the locations of the in situ data and how the

data were obtained can be found in section 4 of May

et al. (2017).

The NFLUX (NAVGEM) global gridded SWdwn and

LWdwn fields are validated against the in situ observa-

tions for 1 year, from 1May 2013 through 30 April 2014.

None of the in situ data have been assimilated into

NFLUX or NAVGEM. The NFLUX CI global gridded

fields are not evaluated since they are considered to be

an intermediate product. The calculated error statistics

include the NFLUX and NAVGEM mean, mean bias,

standard deviation of the difference, RMSE, mean ab-

solute percent error (MAPE), and correlation co-

efficient. The error-statistic equations are presented and

discussed in May et al. (2016) and in the companion

paper to this one (May et al. 2017). A positive bias in-

dicates an overestimation by NFLUX or NAVGEM,

and a negative bias indicates an underestimation by

NFLUX or NAVGEM.

a. 3-hourly comparisons

Only the in situ observations with the center of the

averaging windowmatching the 3-hourly model analysis

time are used for validation. This allows for the same

in situ platform to be used multiple times per day (up to

eight times). The NFLUX and NAVGEM model fields

are horizontally interpolated to the in situ observation

location. The error statistics are presented for each in situ

data type, as well as for the combination of all in situ data

types. Since the in situ data types sample different latitude

regions, the error statistics by in situ data type provide

information on the range of conditions sampled.

1) DOWNWELLING SURFACE SHORTWAVE

RADIATION

A total of 34 495 in situ observations are used to val-

idate the 3-hourly SWdwn fields. Error statistics between

the NFLUX and NAVGEM 3-hourly global gridded

SWdwn fields and the in situ observations are presented

in Table 2, with corresponding graphical comparisons

shown in Fig. 4.

In the mid- to high latitudes, NFLUX has a lower abso-

lutemeanbias thanNAVGEM.TheNFLUX(NAVGEM)

versus SAMOS and OceanSites matchups have mean

bias values of 9.29 (24.17) and 211.99 (14.88)Wm22,

respectively. In the tropics, NFLUX has a higher (lower)

TABLE 1. Satellite swath-level observation errors by platform.

Platform CI RMSE LWdwn RMSE (Wm22)

DMSP F16 0.17 22.11

DMSP F18 0.14 21.66

MetOp-A 0.13 18.93

MetOp-B 0.14 19.59

NOAA-18 0.15 20.33

NOAA-19 0.14 20.31
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absolute mean bias than NAVGEM with respect to the

PIRATA and RAMA (TAO/TRITON) moored-buoy

observations. The NFLUX (NAVGEM) versus PIRATA,

RAMA, and TAO/TRITON matchups have mean

bias values of 23.97, 46.00, and 245.20 (27.33, 0.36,

and2110.93)Wm22, respectively. The NFLUX swath-

level flux estimates, which are assimilated with the

NAVGEM background fields, underestimate the total

cloud coverage in the tropics (May et al. 2017). This re-

sults in generally positively biased swath-level observa-

tions being assimilated, which in turn causes the NFLUX

biases to have a positive offset relative to the biases from

NAVGEM in the tropics.

The NFLUX combined RMSE is smaller than the

NAVGEM combined RMSE by 12.32%. The NFLUX

RMSE ranges from 127.37 to 169.70Wm22 depending

on in situ data type, with a combined RMSE of

140.80Wm22 [32.15%, where the percentage differ-

ences (Rutan et al. 2015) given here and below are

calculated as RMSE/mean]. The NAVGEM RMSE

ranges from 146.23 to 188.47Wm22 depending on

in situ data type, with a combined RMSE of

160.59Wm22 (37.51%). The dominant feature to de-

termine the quality of SWdwn at shorter time scales is the

diurnal cycle of the cloud fraction (Zhang et al. 1995;

Long and Ackerman 2000; Trenberth et al. 2009; Rutan

et al. 2015). The large RMSE values here suggest that

the models are unable to accurately represent the di-

urnal cycle of the cloud fraction. Although NFLUX has

large RMSE values, and a significant amount of scatter

can be seen in the top panel of Fig. 4, NFLUXdoes show

improvement over NAVGEM. Also, the percentage

differences compare well with previous studies using the

CERES SYN1deg products (Rutan et al. 2015).

As with the RMSE, NFLUX has smaller errors than

NAVGEM for the remaining error statistics. The

NFLUX (NAVGEM)R2 ranges from 0.85 to 0.91 (0.79–

0.89) for the various in situ data types, with a combined

R2 of 0.89 (0.85). NFLUXandNAVGEM in comparison

with the TAO/TRITON moored buoys have the lowest

MAPE values (least amount of error), and NFLUX and

NAVGEM in comparison with the SAMOS research

vessels and the RAMA moored buoys have the largest

MAPE values (highest amount of error). This result

indicates that the models compare better to the TAO/

TRITON moored buoys in the tropical Pacific Ocean

than to the other in situ data types.

As seen in the top and middle panels of Fig. 4, both

NFLUX and NAVGEM show a general linear re-

lationship with the in situ observations. The NFLUX

comparisons have less scatter and a higher degree of

correlation than theNAVGEMcomparisons throughout

the sampled range. This is consistent with NFLUX

having improved error statistics relative to NAVGEM.

To further investigate the NFLUX and NAVGEM

SWdwn comparisons, the in situ observations were sorted

and divided into 15 equally populated bins. The bias and

RMSE were then calculated for each bin and are shown

in the bottom panel of Fig. 4. The general trends of

NFLUX and NAVGEM are very similar. The NFLUX

RMSE is smaller than theNAVGEMRMSE throughout

the sampled range. Relative to NAVGEM, NFLUX

has a smaller positive bias at locations with SWdwn below

approximately 300Wm22, a larger positive bias at loca-

tions with SWdwn between 300 and 600Wm22, and a

smaller negative bias at locations with SWdwn above

approximately 600Wm22. As the mean in situ SWdwn

value increases, the closer themean in situ sun is to being

TABLE 2. Comparisons of the NFLUX and NAVGEM gridded 3-hourly SWdwn estimates with in situ surface observations. Error

statistics (Wm22) are shown for each in situ type, as well as a combined type that represents the combination of all five in situ types. The

error statistics include number of observations N, mean, mean bias, standard deviation (SD), RMSE, MAPE, and correlation coefficient

squared R2.

In situ type N Mean Bias SD RMSE MAPE R2

NFLUX

SAMOS 9133 350.60 9.29 136.07 136.39 58.03 0.89

OceanSites 6408 385.50 211.99 126.80 127.37 38.88 0.90

PIRATA 16 363 497.64 23.97 143.19 145.19 43.69 0.88

RAMA 1646 500.37 46.00 163.35 169.70 52.88 0.85

TAO/TRITON 945 497.90 245.20 129.18 136.86 26.71 0.91

Combined 34 495 438.02 12.56 140.24 140.80 46.57 0.89

NAVGEM

SAMOS 9133 365.48 24.17 151.15 153.07 69.78 0.86

OceanSites 6408 412.37 14.88 145.47 146.23 50.30 0.88

PIRATA 16 363 466.34 27.33 165.32 165.49 49.09 0.83

RAMA 1646 454.73 0.36 188.47 188.47 77.94 0.79

TAO/TRITON 945 432.17 2110.93 146.62 183.86 28.92 0.89

Combined 34 495 428.12 2.66 160.56 160.59 55.62 0.85
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directly overhead. As discussed before, cloud coverage

has the largest impact on SWdwn. The results here suggest

that the atmospheric inputs to NFLUXmisrepresent the

diurnal cloud fraction, with a lack of clouds at locations

with SWdwn below 600Wm22 (higher solar zenith an-

gles) and an overabundance of clouds at locations with

SWdwn above 600Wm22 (lower solar zenith angles).

2) DOWNWELLING SURFACE LONGWAVE

RADIATION

A total of 42 130 in situ observations are used to val-

idate the 3-hourly LWdwn fields. Error statistics between

the NFLUX and NAVGEM 3-hourly global gridded

LWdwn fields and the in situ observations are presented

in Table 3, with corresponding graphical comparisons

shown in Fig. 5.

NFLUX has a smaller or similar absolute mean bias

relative to NAVGEM for each in situ data type, which

leads to NFLUX having a smaller combined mean bias

(22.94Wm22) than NAVGEM (23.77Wm22). The

atmospheric temperature and humidity are the primary

sources of uncertainty in LWdwn, with cloud coverage

having less of an impact except at high latitudes (Zhang

et al. 1995, 2006; Stephens et al. 2012). An increase in the

low-level atmospheric temperature or water vapor in-

creases the emission of longwave radiation from the

atmosphere to the surface. The positive bias in NFLUX

with respect to the TAO/TRITON moored buoys in-

dicates that the low-level atmospheric inputs to NFLUX

are too warm or too moist in the tropical Pacific. The

negative bias in NFLUX relative to in situ observations

outside the tropical Pacific indicates that the low-level

atmospheric inputs to NFLUX are too cool or too dry.

NFLUX has smaller errors than NAVGEM does for

all remaining calculated error statistics. The NFLUX

combined RMSE is 16.64% smaller than the NAVGEM

combined RMSE. The NFLUX RMSE ranges from

18.08 to 28.61Wm22 depending on in situ data type,

with a combined RMSE from all in situ observations

of 23.00Wm22 (6.14%). The NAVGEM RMSE ranges

from 20.26 to 33.66Wm22 depending on in situ data

type, with a combined RMSE from all in situ observa-

tions of 27.59Wm22 (7.34%). Similar to the SWdwn

percent differences, the LWdwn percent differences also

agree well with previous studies validating the CERES

SYN1deg products (Rutan et al. 2015). The NFLUX

(NAVGEM) R2 ranges from 0.40 to 0.87 (0.26–0.85) for

the various in situ data types, with a combinedR2 of 0.86

(0.85). NFLUX and NAVGEM in comparison with the

PIRATA moored buoys have the lowest MAPE values,

and the comparisons with the SAMOS research vessels

have the highestMAPE values. This result indicates that

the models compare better to the PIRATA moored

buoys in the tropical Atlantic Ocean than to the other

in situ data types.

Similar to the findings with the SWdwn graphical

comparisons, the NFLUXLWdwn (top panel of Fig. 5) is

FIG. 4. Two-dimensional histograms for graphical comparison of

(top) NFLUX and (middle) NAVGEM gridded SWdwn estimates

vs the combined in situ SWdwn observations. The colors show the

number of observations within each 10Wm22 bin. (bottom) The

NFLUX and NAVGEMmean bias and RMSE statistics compared

with the in situ observations that were sorted and divided into 15

equally populated bins.
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seen to have less scatter and a higher degree of

correlation throughout the sampled range than does

NAVGEM (middle panel of Fig. 5). This agrees well with

NFLUX having improved LWdwn error statistics relative

to NAVGEM. To further investigate the NFLUX and

NAVGEM LWdwn comparisons, the in situ observations

were sorted and divided into 15 equally populated bins.

The bias and RMSE were then calculated for each bin

and are shown in the bottom panel of Fig. 5. The overall

trends of NFLUX andNAVGEM are similar. Except for

the first and last two bins, NFLUX has a lower RMSE

throughout the sampled range than NAVGEM. With

respect to NAVGEM, NFLUX starts with a larger posi-

tive bias, has a smaller positive bias or a neutral bias at

locations with LWdwn from approximately 300 to

375Wm22, and then a larger negative bias at locations

with LWdwn above 375Wm22. As discussed before, the

low-level atmospheric temperature and humidity have

the most significant impact on LWdwn. These results

suggest that the low-level atmospheric inputs to NFLUX

are too warm or that there is an overabundance of water

vapor in regions where NFLUX overestimates LWdwn

(LWdwn is below 325Wm22). Conversely, the low-level

atmospheric inputs to NFLUX are too cool or there is a

lack of water vapor in regions where NFLUX un-

derestimates LWdwn (LWdwn is above 400Wm22).

To ensure consistency in the LWdwn results, the

NFLUX and NAVGEM combined errors were sepa-

rated by night and day in Table 4. The NFLUX and

NAVGEM mean values are very similar between night

and day; the mean bias is higher for the daytime than for

the nighttime, however. This could be a result of

NFLUX (and NAVGEM) misrepresenting the diurnal

warming. As stated before, NAVGEM uses a constant

SST field throughout the forecast, which does not ac-

count for diurnal warming. The NFLUX LWdwn back-

ground field includes these constant NAVGEM SST

fields. The remaining errors for both NFLUX and

NAVGEM between day and night are very similar. The

NFLUX nighttime and daytime RMSEs are within

0.14Wm22, with the percent difference for both night-

time and daytime being 6.14%. The NAVGEM night-

time and daytime RMSEs are within 0.12Wm22, with

the percent difference for both nighttime and daytime

being 7.38%. These results indicate good agreement

between the nighttime and daytime LWdwn matchups.

b. Daily comparisons

As discussed previously, the CERES SYN1deg

products provide climate-quality surface fluxes. These

products are provided at approximately a 6-month la-

tency and are available for the time period in this

study. The CERES 3-hourly products are provided at

0130 UTC, 0430 UTC, and so on, and the NFLUX

and NAVGEM products are provided at 0000 UTC,

0300 UTC, and so on. Because of the mismatch in time,

the 3-hourly products cannot be compared reliably.

Daily averages of these products, however, can be

compared. NFLUX daily averages are computed from

the 3-hourly analysis fields. NAVGEM daily averages

are computed from the 3-hourly forecast fields. The

CERES SYN1deg daily averages were obtained from

the NASA Langley Research Center Atmospheric Sci-

ence Data Center. In situ daily observations are calcu-

lated for each platform that provided observations at

least 90% of the day. The NFLUX, NAVGEM, and

CERESmodel fields are horizontally interpolated to the

in situ daily average latitude/longitude.

1) DOWNWELLING SURFACE SHORTWAVE

RADIATION

A total of 13 039 daily in situ observations are used to

validate the daily SWdwn fields. Error statistics between

the NFLUX, NAVGEM, and CERES daily global

gridded SWdwn fields and all in situ observations com-

bined are presented in Table 5. Similar to the 3-hourly

TABLE 3. As in Table 2, but for LWdwn.

In situ type N Mean Bias SD RMSE MAPE R2

NFLUX

SAMOS 13 520 347.89 25.05 28.16 28.61 6.19 0.87

OceanSites 13 052 370.68 22.01 21.03 21.12 4.45 0.84

PIRATA 13 687 401.84 23.24 17.79 18.08 3.46 0.54

TAO/TRITON 1871 394.60 7.91 20.72 22.18 4.85 0.37

Combined 42 130 374.55 22.94 22.81 23.00 4.70 0.87

NAVGEM

SAMOS 13 520 341.29 211.64 31.59 33.66 7.26 0.85

OceanSites 13 052 366.70 25.99 26.47 27.13 5.73 0.80

PIRATA 13 687 408.27 3.19 20.01 20.26 4.07 0.47

TAO/TRITON 1871 404.30 17.61 22.35 28.46 6.42 0.26

Combined 42 130 373.72 23.77 27.33 27.59 5.71 0.85
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comparisons, NFLUX has smaller errors than NAVGEM

does for all error statistics except for the mean bias.

NFLUX has an RMSE of 53.31Wm22 (23.32%) and an

R2 of 0.74. NAVGEM has an RMSE of 60.44Wm22

(27.75%) and an R2 of 0.64. The CERES SYN1deg

product has smaller errors than NFLUX for all error

statistics. CERES has an RMSE of 30.98Wm22

(13.96%) and an R2 of 0.92.

CERES SYN1deg ingests 3-hourly data from geo-

stationary platforms in addition to imager data frompolar-

orbiting platforms to produce climate-quality products

after a 6-month delay. NFLUX only uses microwave

satellite data from polar-orbiting platforms to produce

real-time products. As discussed before, the diurnal

cycle of the cloud fraction largely determines the quality

of SWdwn. The microwave observations are less sensitive

to thin clouds than are visible and infrared measure-

ments (O’Dell et al. 2008; Aires et al. 2011). Also, the

microwave-retrieved cloud liquid water in the

NFLUX swath-level estimates is affected by the given

particle size, whereas visible and infrared measure-

ments are less affected by particle size (Boukabara

et al. 2011; May et al. 2017). With these substantial

differences between the NFLUX and CERES systems

with respect to the types of satellites used and their

abilities at cloud detection, it is expected that CERES

will show better performance than NFLUX. The im-

provement from NAVGEM to NFLUX is approxi-

mately one-third of the improvement fromNAVGEM

to CERES.

Graphical comparisons between NFLUX, NAVGEM,

and CERES daily global gridded SWdwn fields and the

in situ observations are shown in Fig. 6. The highest

concentration of observations is seen at locations with

daily SWdwn between 200 and 300Wm22. The CERES

comparisons (Fig. 6, bottom-left panel) show a high

degree of correlation with little scatter. The NFLUX

comparisons (Fig. 6, top-left panel) have more scatter

and a smaller degree of correlation than the CERES

comparisons. The NAVGEM comparisons (Fig. 6,

top-right panel) have the most scatter and the lowest

degree of correlation, relative to both the CERES and

NFLUX comparisons. The in situ observations were

sorted and divided into 15 equally populated bins. The

bias and RMSE were calculated for each bin and are

shown in the bottom-right panel of Fig. 6. The general

trends among the three models are similar. As expected,

FIG. 5. As inFig. 4, but forLWdwn. The colors in the 2Dhistograms now

show the number of observations within each 2.5Wm22 bin.

TABLE 4. Comparisons of the NFLUX and NAVGEM gridded

LWdwn estimates with in situ surface observations. Error statistics

(Wm22) are as in Table 2 and are separated into nighttime and

daytime.

Time N Mean Bias SD RMSE MAPE R2

NFLUX

Night 20 564 375.50 21.83 23.00 23.07 4.77 0.86

Day 21 566 373.64 23.99 22.58 22.93 4.64 0.87

NAVGEM

Night 20 564 374.65 22.69 27.52 27.65 5.83 0.85

Day 21 566 372.84 24.81 27.11 27.53 5.60 0.85
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CERES has the smallest absolute value for the mean bias

and the smallest RMSE throughout the sampled range.

NAVGEM has a smaller bias or a similar positive bias in

comparison with NFLUX at locations with daily SWdwn

below approximately 250Wm22. At locations with daily

SWdwn above 250Wm22, NFLUX has a smaller negative

bias than NAVGEM. Each of the models has a positive

(negative) bias at locations with daily SWdwn below

(above) approximately 250Wm22, which indicates that

themodels are overestimating (underestimating) the daily

SWdwn. This trend ofNFLUXhaving a positive bias at low

values of SWdwn and a negative bias at higher values of

SWdwn is similar to the 3-hourly results discussed pre-

viously. NFLUX and NAVGEM have similar RMSE

values at locations with daily SWdwn below approxi-

mately 150Wm22. At locations with daily SWdwn

above 150Wm22, NFLUX has a smaller RMSE than

NAVGEM does.

2) DOWNWELLING SURFACE LONGWAVE

RADIATION

A total of 5237 daily in situ observations are used to

validate daily LWdwn fields. Error statistics between the

NFLUX, NAVGEM, and CERES daily global gridded

LWdwn fields and the combined in situ observations are

presented in Table 6. As with the LWdwn 3-hourly com-

parisons, NFLUX shows improvement over NAVGEM

for all error statistics. NFLUX has an RMSE of

19.99Wm22 (5.35%) and an R2 of 0.90. NAVGEM

has an RMSE of 24.70Wm22 (6.62%) and an R2 of

0.87. CERES has an RMSE of 19.41Wm22 (5.21%)

and an R2 of 0.90. Unlike the situation for the SWdwn

daily comparisons, the errors between NFLUX and

CERES are very similar, with NFLUX having a smaller

bias. Also, the improvement from NAVGEM to

NFLUX is much greater than the improvement from

NFLUX to CERES. This shows that NFLUX compares

well to CERES for LWdwn.

Graphical comparisons between NFLUX, NAVGEM,

and CERES daily global gridded LWdwn fields and the in

situ observations are shown in Fig. 7. Similar to the

3-hourly LWdwn comparisons, the highest concentration

of observations is at locations where the observed daily

LWdwn is above 350Wm22. The NFLUX, NAVGEM,

and CERES comparisons each show a linear re-

lationship with the in situ observations. The amount of

scatter seen in each of the panels in Fig. 7 follows the

same trend as seen in the SWdwn daily comparisons.

The NAVGEM comparisons (Fig. 7, top-right panel)

have the largest amount of scatter. The NFLUX

comparisons (Fig. 7, top-left panel) have less scatter

and a higher degree of correlation relative to the

NAVGEM comparisons. The CERES comparisons

(Fig. 7, bottom-left panel) have the least amount of

scatter and highest degree of correlation, in compari-

son with the NAVGEM and NFLUX comparisons.

The in situ observations were sorted and divided into

15 equally populated bins. The bias and RMSE were

calculated for each bin and are shown in the bottom-

right panel of Fig. 7. The general trends among the

three models are similar. NFLUX has the smallest

absolute bias at locations with daily LWdwn ranging

from approximately 300 to 400Wm22. NAVGEM has

the smallest absolute mean bias at locations with daily

LWdwn below 300Wm22 and above 400Wm22. The

CERES absolute mean bias is consistently between

the NFLUX and NAVGEM absolute mean bias

throughout the sampled range. NFLUX shows a

positive (negative) bias at locations with daily LWdwn

below (above) 325Wm22, indicating NFLUX un-

derestimates (overestimates) daily LWdwn. These

results are similar to those from the 3-hourly

matchups, with NFLUX having a positive bias at

lower LWdwn values and a negative bias at higher

LWdwn values. NFLUX and CERES have very similar

RMSE values throughout the sampled range, with

NAVGEM having the largest RMSE throughout the

sampled range.

5. Summary and conclusions

The NFLUX system produces satellite-based sur-

face heat flux products over the global ocean in near–

real time. The production of the NFLUX satellite-

based turbulent latent and sensible heat fluxes, as well

as the state parameters, is presented and discussed in

Van de Voorde et al. (2015) andMay et al. (2016). The

production of the NFLUX swath-level shortwave and

longwave radiative heat fluxes is presented and dis-

cussed in May et al. (2017). This study presents and

discusses the NFLUX satellite-based global gridded

radiative heat fluxes. As discussed by May et al.

(2016), these NFLUX fields are designed to be an

alternative to the NWP model fields, namely those

from NAVGEM, that are used to provide the forcing

for operational ocean models. These fields would

also provide a basis for using satellite observations of

TABLE 5. Comparisons of the NFLUX, NAVGEM, and CERES

gridded daily SWdwn estimates with in situ surface observations.

The error statistics (Wm22) are as in Table 2.

Model N Mean Bias SD RMSE MAPE R2

NFLUX 13 039 228.59 15.82 50.91 53.31 27.24 0.74

NAVGEM 13 039 217.82 5.06 60.23 60.44 30.24 0.64

CERES 13 039 221.92 9.15 29.59 30.98 15.19 0.92
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the air–sea interface to assess and monitor NWP

products.

The 3-hourly and daily NFLUX fields are evaluated

for 1 year, May 2013–April 2014, relative to in situ

observations from research vessels and moored buoys.

NFLUX shows improvement over NAVGEM for

each error statistic, except for some aspects of the

absolute mean bias, for both the 3-hourly and daily

comparisons. The 3-hourly SWdwn (LWdwn) NFLUX

combined RMSEwas 12.32% (16.64%) smaller than the

NAVGEM combined RMSE. Examination of the

NFLUX 3-hourly SWdwn results revealed a positive

(negative) bias at locations where the observed SWdwn is

below (above) 600Wm22, which is likely related to an

underestimation (overestimation) in the diurnal cycle of

the cloud fraction in the swath-level inputs to NFLUX.

Examination of the NFLUX 3-hourly LWdwn results

revealed a positive (negative) bias for locations at which

the observed LWdwn is below (above) 325Wm22, likely

related to low-level atmospheric temperature inputs

to NFLUX being too warm (cold) or low-level

atmospheric moisture inputs to NFLUX being too

high (low).

The daily NFLUX fields were also compared with the

CERES SYN1deg daily average product. CERES pro-

vides climate-quality products in a 6-month delayed

mode. Given the differences in the NFLUXandCERES

TABLE 6. As in Table 5, but for LWdwn.

Model N Mean Bias SD RMSE MAPE R2

NFLUX 5237 373.92 21.98 19.89 19.99 3.48 0.90

NAVGEM 5237 372.95 22.95 24.53 24.70 4.78 0.87

CERES 5237 372.24 23.67 19.06 19.41 3.15 0.91

FIG. 6. Two-dimensional histograms for graphical comparison of (top left) NFLUX, (top right) NAVGEM, and (bottom left) CERES

gridded daily SWdwn estimates vs the combined in situ SWdwn observations. The colors show the number of observations within each

5Wm22 bin. (bottom right) NFLUX,NAVGEM, andCERESmean bias andRMSE statistics comparedwith the in situ observations that

were sorted and divided into 15 equally populated bins.
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products, the NFLUX fields compared reasonably well

to CERES. The difference between NAVGEM and

NFLUX is approximately one-third of the differ-

ence between NAVGEM and CERES for SWdwn. For

LWdwn, the difference between NAVGEM and

NFLUX is similar to the difference between NAVGEM

and CERES.

This study completes the first version of the full suite

of NFLUX satellite-based surface heat fluxes, from

processing the raw satellite data through production of

3-hourly global gridded analysis fields. NFLUX has

shown overall improvement relative to the current Navy

global atmospheric model (NAVGEM) versus in situ

datasets. Work is currently under way to determine the

effect of using these NFLUX fields instead of the

NAVGEM fields to provide surface forcing to ocean

models. Future improvements in the production of the

NFLUX radiative flux fields include using the new

version-11 MIRS profile data, which have not yet been

released for operational use, using a varying emissivity,

and incorporating the surface air temperature and

moisture estimates from the NFLUX turbulent heat flux

retrievals as part of the MIRS profile data.
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