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ABSTRACT

The Naval Research Laboratory (NRL) ocean surface flux (NFLUX) system originally provided oper-

ational near-real-time satellite-based surface state parameter and turbulent heat flux fields over the global

ocean. This study extends the NFLUX system to include the production of swath-level shortwave and

longwave radiative heat fluxes at the ocean surface. A companion paper presents the production of the

satellite-based global gridded radiative heat flux analysis fields. The swath-level radiative heat fluxes are

produced using the Rapid Radiative Transfer Model for Global Circulation Models (RRTMG), with the

primary inputs of satellite-derived atmospheric temperature and moisture profiles and cloud information

retrieved from the Microwave Integrated Retrieval System (MIRS). This study uses MIRS data provided

for six polar-orbiting satellite platforms. Additional inputs to the RRTMG include sea surface temperature,

aerosol optical depths, atmospheric gas concentrations, ocean surface albedo, and ocean surface emissivity.

Swath-level shortwave flux estimates are converted into clearness index values, which are used in data

assimilation because the clearness index values are less dependent on the solar zenith angle. The NFLUX

swath-level shortwave flux, longwave flux, and clearness index estimates are produced for 1 May 2013–

30 April 2014 and validated against observations from research vessel and moored buoy platforms. Each of

the flux parameters compares well among the various satellites.

1. Introduction

The ocean surface heat budget is determined by the

shortwave and longwave radiative heat fluxes and the

latent and sensible turbulent heat fluxes. Accurate rep-

resentation of each of these flux components is impor-

tant in quantifying and understanding the heating and

cooling of the ocean surface, which impacts subsurface

features such as the mixed-layer and sonic-layer depths

and atmospheric features such as stability and convec-

tion. Obtaining reliable surface flux measurements di-

rectly over the global ocean is challenging. In situ (ship

and buoy) observations typically provide high-quality

data with a long time series, but the global coverage is

very sparse. Few in situ sites measure surface heat fluxes

and most of these sites are located over land. An alter-

native to in situ observations is satellite data. Many

polar-orbiting satellites with relevant measurements are

currently operational and provide global coverage, with

most surface locations sampled twice a day from each

satellite. The drawback to using satellites is they do not

measure surface fluxes directly. Instead, they provide in-

formation on flux-related atmospheric and oceanic pa-

rameters, including atmospheric temperature andmoisture

profiles, cloud coverage, aerosol content, and sea surface

temperature (SST). These satellite-measured parameters

can then be used to estimate the satellite swath-level

surface heat fluxes. In an effort to give adequate atten-

tion to each of the heat flux components, only the radi-

ative heat fluxes will be discussed in this study.

Although satellites offer an appealing alternative to

in situ observations, the satellite swath-level radiative

heat flux estimates typically have much larger errors

than do the in situ observations because of inaccuracies

in the satellite input parameters and errors in the radia-

tive transfer model used. Some radiative transfer inputs

cannot be derived from the satellite of interest and

must be determined from other sources such as model

analyses or forecast fields, which could add to the error

in the satellite swath-level estimates. Cloud coverage

causes the largest uncertainty in the downwelling

shortwave radiation at the surface (SWdwn; Zhang et al.

1995). Clouds, and to a lesser extent aerosols, scatter
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and reflect incoming solar radiation, reducing the amount

of SWdwn that reaches the surface (Trenberth et al. 2009).

The largest sources of uncertainty in downwelling long-

wave radiation at the surface (LWdwn) are atmospheric

temperature and moisture, particularly in the lower levels

of the atmosphere (Zhang et al. 1995, 2006).An increase in

low-level atmospheric temperature or moisture increases

the longwave emission from the atmosphere, thereby in-

creasing the LWdwn. Clouds, which absorb and reemit

longwave radiation back to the surface, have little impact

on LWdwn except in high-latitude regions. Because of the

multiple sources of uncertainty in the satellite swath-level

estimates, they must be validated using the more robust,

albeit sparser, in situ observations to provide uncertainty

estimates for their use in other applications.

In comparison with the numerous studies on turbulent

heat fluxes (Jourdan and Gautier 1995; Zeng et al. 1998;

Yu and Weller 2007; Wang et al. 2013; May et al. 2016),

studies on the radiative heat fluxes, particularly at the

swath level, are rather limited. Few other satellite-based

swath-level surface radiative flux datasets exist, including

the Clouds and the Earth’s Radiant Energy System

(CERES; Kratz et al. 2010) and the Fast Longwave and

Shortwave Radiative Flux (FLASHFlux; Kratz et al.

2014). Both of these products use satellite-measured top-

of-atmosphere radiances along with ancillary meteoro-

logical data and cloud information to derive the surface

radiative fluxes. CERES provides surface fluxes at least

6 months after the actual satellite overpass. FLASHFlux,

which is based on the CERES processing, provides a

rapid release version of the CERES surface fluxes within

1 week of the satellite overpass.

While the existing products provide climate-quality ra-

diative fluxes, the temporal latency is still too great to be

used in near-real-time operational applications, such as

short-term ocean model forecasting. This led to the de-

velopment of the Naval Research Laboratory (NRL)

ocean surface flux (NFLUX) system. NFLUX is a com-

plete data processing and assimilation system used to

provide near-real-time (within hours of the satellite mea-

surements becoming available) swath-level and gridded

surface heat flux products over the global ocean. This

study focuses on the production and validation of the near-

real-time satellite swath-level estimates for the radiative

heat fluxes. A companion paper (May et al. 2017) will

discuss the production and validation of the near-real-time

global gridded surface radiative flux products. For details

and discussion on near-real-time satellite-based state pa-

rameters and turbulent heat fluxes within NFLUX, refer

to Van de Voorde et al. (2015) and May et al. (2016).

A description of how the satellite swath-level surface

radiative fluxes are calculated, including a presentation

of the radiative transfer model and its major inputs, is

given in section 2. Section 3 discusses the clearness index

parameter. Section 4 describes the in situ data that are

used to validate the swath-level estimates. The NFLUX

swath-level radiative flux estimates are validated in

section 5, followed by the summary discussion.

2. Swath-level surface radiative fluxes

The first component of the NFLUX system, for the

radiative heat fluxes, processes satellite swath-level at-

mospheric profile and surface data into swath-level

SWdwn and LWdwn estimates using the Rapid Radia-

tive Transfer Model for Global Circulation Models

(RRTMG). The RRTMG (Clough et al. 2005; Iacono

et al. 2008; Morcrette et al. 2008), developed by Atmo-

spheric and Environmental Research, Inc. (AER), is

based on the line-by-line radiative transfer model and

utilizes the correlated-k method (Mlawer et al. 1997)

for computational efficiency. The correlated-k method

divides the longwave (10–3250 cm21) and shortwave

(850–50 000 cm21) spectrum into 16 and 14 smaller

bands, respectively. A relatively small set of absorption

coefficients is then used to represent all frequencies in a

given band. The RRTMG longwave version-4.85 and

shortwave version-3.9 codes are used in this study and

were obtained from the AER RRTM website (http://

rtweb.aer.com/rrtm_frame.html).

The primary inputs to both longwave and shortwave

RRTMG are atmospheric temperature and moisture pro-

files. Both longwave and shortwave RRTMG account for

clouds, aerosols, and atmospheric gases including ozone

(O3), carbon dioxide (CO2), methane (CH4), nitrous oxide

(N2O), and oxygen (O2). ShortwaveRRTMGaccounts for

atmospheric extinction from Rayleigh scattering. Long-

wave RRTMG accounts for atmospheric absorption from

four halocarbons: chlorofluorocarbon-11 (CFC-11),

CFC-12, hydrochlorofluorocarbon-22 (HCFC-22), and

carbon tetrachloride (CCl4). Other inputs that are used

within RRTMG include ocean surface albedo, SST,

ocean surface emissivity (here set to constant 0.99), and

solar constant (here set to constant 1367Wm22). Figure 1

from the companion paper (May et al. 2017) shows a

simple schematic of the data flow discussed here.

a. Temperature and moisture profiles

Satellite swath-level atmospheric temperature and

moisture profiles are obtained from the operational Mi-

crowave Integrated Retrieval System (MIRS; Boukabara

et al. 2011). MIRS produces atmospheric temperature

andmoisture profiles at 100 constant pressure layers from

1085 to 0.01hPa. MIRS is a follow-on and upgrade to the

National Environmental Satellite, Data, and Information

Service (NESDIS) Microwave Surface and Precipitation
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Products System (MSPPS). MIRS utilizes an iterative 1D

variational inversion scheme that relies on the Commu-

nity Radiative Transfer Model (CRTM) for the forward

and adjoint operators.

The operational MIRS swath-level products are avail-

able for six polar-orbiting satellite platforms (Table 1). The

MIRS products from the Defense Meteorological Satellite

Program (DMSP) F16 and F18 platforms use the Special

Sensor Microwave Imager/Sounder (SSMIS) sensor. The

MIRS products from the European Organisation for the

Exploitation of Meteorological Satellites (EUMETSAT)

MetOp-A and MetOp-B platforms and the National Oce-

anic andAtmosphericAdministration (NOAA)NOAA-18

and NOAA-19 platforms use the Advanced Microwave

Sounding Unit-A (AMSU-A) and the Microwave Hu-

midity Sounder (MHS) sensors. Version 7 netCDF MIRS

sounder data, available starting 10 April 2013, were ob-

tained from theNOAAComprehensive LargeArray-Data

Stewardship System (CLASS) website (https://www.nsof.

class.noaa.gov/saa/products/welcome). MIRS DMSP F16

products were terminated as of 24 February 2014 because

of a sensor data quality issue; however, data prior to the

termination are used within NFLUX. The MIRS swath-

level data also contain quality control flags and surface type.

If theMIRS quality control flag is identified as ‘‘bad’’ or the

surface type is not identified as ‘‘ocean,’’ surface fluxes are

not calculated for that particular swath-level retrieval.

b. Clouds

In addition to the atmospheric temperature and

moisture profiles, the MIRS products also provide at-

mospheric profiles for nonprecipitating clouds, rain,

and ice. According to Boukabara et al. (2011), MIRS

solves for the surface and atmospheric parameters si-

multaneously using a two-retrieval-attempt method.

In the first attempt, the system assumes a rain-free and

ice-free atmosphere. If this retrieval attempt reaches

convergence within the CRTM, which is generally

90%–95% of the time, then a nonprecipitating cloud is

retrieved and a cloud liquid water (CLW) profile is out-

put. If the first attempt does not reach convergence, then

the retrieval is reinitialized and a second retrieval attempt

is performed with multiple scattering turned on in the

forward model, which allows for convergence in liquid

(rain) and frozen (ice) precipitating conditions. If this

second attempt reaches convergence, a precipitating

cloud is retrieved and a rain water path (RWP) and/or

ice water path (IWP) profile is output.

TheRRTMGcloud inputs are derived from theMIRS

CLW profile data. The RRTMG code used in this study

does not include the Monte Carlo Independent Column

Approximation (McICA) capability, which would allow

representation of subgrid cloud variability such as cloud

fraction and cloud overlap. This means that cloud inputs

are limited to fully overcast conditions. Assigning a fully

overcast cloud to each atmospheric layer that has a

nonnegligible CLW value would greatly over represent

the cloud coverage in theMIRS data. Therefore, at each

MIRS swath-level latitude/longitude, a total CLW value

is calculated from the total integrated CLW profile. A

single fully overcast cloud, containing the total CLW, is

assigned to the atmospheric layer that contains the

greatest amount of CLW from the profile. Then, to re-

duce noise and fill in missing values in the retrievals,

an average total CLW at each swath-level latitude/

longitude is determined by taking a simple average of

the local total CLW value and the eight surrounding

total CLW values. The average total CLW is used as the

in-cloud water path input to the RRTMG. The cloud

water effective radius is set to 10mm, following the In-

ternational Satellite Cloud Climatology Project (ISCCP;

Rossow and Schiffer 1999). Within RRTMG, optical

depths due to water clouds are computed by a method

based on the parameterization of water clouds by Hu

and Stamnes (1993).

The MIRS RWP and IWP profile data are associated

with precipitating clouds. In the presence of atmo-

spheric rain or ice, the moisture profile should not be

used since it is unreliable (Boukabara et al. 2011). The

RRTMG cannot produce surface fluxes without a

moisture profile. Therefore, surface fluxes are not cal-

culated for swath-level locations that contain nonzero

RWP and/or IWP profiles.

c. Aerosols

TheRRTMGaerosol inputs are derived from theNRL

AerosolAnalysis andPrediction System (NAAPS) global

gridded fields, which are produced at the Fleet Numerical

Meteorology and Oceanography Center (FNMOC) and

obtained from the U.S. Naval Oceanographic Office

(NAVOCEANO). NAAPS is an operational aerosol

forecast model that produces 6-hourly forecast fields of

total column aerosol optical depth (AOD) for three

aerosol types: smoke, dust, and sulfate (Zhang et al.

TABLE 1. Satellite platforms and corresponding sensors that are

used to produce the operational MIRS products. The satellite

LTAN and the footprint resolution (Res) for the MIRS products

are also included.

Platform Sensor(s) LTAN Res (km)

DMSP F16 SSMIS 1722 45

DMSP F18 SSMIS 2006 45

MetOp-A AMSU-A/MHS 2129 45

MetOp-B AMSU-A/MHS 2131 15

NOAA-18 AMSU-A/MHS 1523 45

NOAA-19 AMSU-A/MHS 1339 45

APRIL 2017 MAY ET AL . 1027

https://www.nsof.class.noaa.gov/saa/products/welcome
https://www.nsof.class.noaa.gov/saa/products/welcome


2008). Total columnAODs are provided for each aerosol

type on a constant 18 3 18 global grid for 18 wavelengths,

including 0.55mm. The NAAPS forecast field closest

in time to the MIRS retrieval time is horizontally in-

terpolated from the NAAPS global grid to the swath-

level latitude–longitude locations. This provides each

swath-level latitude–longitude with a spatially interpo-

lated total column smoke, dust, and sulfate AOD for 18

wavelengths.

Shortwave RRTMG uses AOD profiles, separated by

aerosol type, at the 0.55-mm wavelength to account for

aerosol extinction. The ratio of the average optical

thickness in the 14 shortwave RRTMG spectral bands to

that at 0.55mm, as well as the average single scatter al-

bedo and average asymmetry parameter, are deter-

mined internally. To make the separate AOD profiles,

the NAAPS-provided smoke, dust, and sulfate total

columnAODs at 0.55mmare vertically distributed using

an exponential decay weighting function based on a

given scale height (Zhang et al. 2013; McComiskey et al.

2008). Constant scale heights of 8, 2, and 1km are used

for the smoke, dust, and sulfate types, respectively (Hess

et al. 1998).

Longwave RRTMG does not have an internal aerosol

parameterization based on a single input channel. In-

stead, it uses a single combinedAODprofile at 16 specific

spectral bands, which do not identically match the avail-

able NAAPS wavelengths. There are three primary steps

to make the required longwave aerosol inputs. The first

step interpolates and extrapolates the total columnAOD

from the given 18wavelengths inNAAPS to the expected

16 spectral bands in the longwave RRTMG using

theÅngström formula for each aerosol type. The spectral

dependence of a given AOD (ta) can be parameterized

with the Ångström exponent (a) using the Ångström
formula (Ångström 1929):

t
a
5bl2a , (1)

where l is the wavelength in micrometers and b is the

optical depth at l 5 1mm. The Ångström parameters

can then be derived for a given spectral range by

applying a linear least squares fit to the Ångström
formula (linear fit in a log–log plot of the AOD versus

wavelength):

lnt
a
52a lnl1 lnb , (2)

where the slope of the straight line yields a and the

intercept provides b. The Ångström parameters are

determined for the given NAAPS spectral range (0.45–

12.5mm) following the ‘‘spectral window method’’

(Adeyewa and Balogun 2003; Cachorro et al. 2000,

2001; Kaskaoutis and Kambezidis 2006, 2008). In this

method, AODs at strong absorption bands of water

vapor and mixed gases are omitted, as they can lead to

large uncertainties in AOD. The 8.72–10.14-mm band

is a strong absorber of water vapor; therefore, NAAPS

data within this interval have been eliminated. The

linear least squares fit is applied to the remaining

NAAPS wavelengths to obtain the Ångström param-

eters, which are then used to determine the total column

AOD at the midpoint of each of the 16 longwave

RRTMG bands, for each aerosol type. The second step

produces a vertical profile AOD from the total column

AOD for each aerosol type at each of the 16 longwave

RRTMG spectral bands. This follows the same method

described for the shortwave RRTMG input. The third

step produces a single combined AOD profile at each of

the 16 longwave RRTMG spectral bands by taking a

simple sum of the smoke, dust, and sulfate AOD for each

vertical profile layer.

d. Atmospheric gases

Atmospheric gases are input to RRTMG using vertical

profiles. The ozone RRTMG input is determined from

the daily Stratosphere Monitoring Ozone Blended

Analysis (SMOBA) fields produced by the Climate Pre-

diction Center. The daily SMOBA fields contain ozone

mixing ratios for 24 vertical levels ranging from 0.2 to

1000hPa on a constant 2.58 3 2.58 global grid (Yang et al.

2006). SMOBA data were obtained through anony-

mous FTP (ftp.cpc.ncep.noaa.gov/SMOBA/). To use

the SMOBA data as input to the RRTMG, the daily

ozone field that matches the MIRS retrieval day un-

dergoes two separate interpolations. First, the daily

ozone field is horizontally interpolated from the pro-

vided global grid to the swath-level latitude–longitude lo-

cations. Then, the spatially interpolated swath-level ozone

data are interpolated vertically from the 24 SMOBA ver-

tical levels to match the 100 MIRS pressure levels.

The remaining atmospheric gas concentrations are in-

put to the RRTMG with constant vertical profiles. Oxy-

gen is input with a constant vertical profile of 0.21mol/

mol mixing ratio. The remaining atmospheric gas con-

centrations are determined for the MIRS retrieval year

from the 2013 annual global mean surface mixing ratios

and the 2012–2013 annual global mean growth rates

reported by the World Meteorological Organization

(WMO; Dlugokencky et al. 2014). Mean values for

each of the gases are provided in Table 2.

e. Ocean surface albedo

Ocean surface albedo (OSA) is represented in the

shortwave RRTMG using direct and diffuse surface re-

flection components for both the UV–visible and near-IR

spectrum ranges. The direct surface albedo component
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corresponds to the direct surface solar radiation, or

solar radiation arriving at Earth’s surface that traveled

in a straight line with the sun’s direct beam. The diffuse

surface albedo component corresponds to the diffuse

surface solar radiation, or solar radiation arriving at

Earth’s surface after having been scattered by mole-

cules and particles in the atmosphere. The longwave

RRTMG does not use OSA.

Direct and diffuse albedo components are determined

following the parameterization by Jin et al. (2011). The

individual components are calculated as a function of

solar zenith angle, ocean surface roughness (wind

speed), clear- versus cloudy-sky conditions, and wave-

length. There is also a small contribution to OSA from

the ocean volume scattering below the surface, which is

associated with the chlorophyll concentration and is

limited to the visible spectrum (Jin et al. 2011). In this

study, this subsurface contribution is ignored. The wind

speed used in the parameterizations is set to 6.64m s21,

the global average 10-m wind speed over the ocean, as

determined by Archer and Jacobson (2005). In general,

as the solar zenith angle increases (the sun approaches

the horizon), the OSA increases. Also, clear skies gen-

erally have a higher OSA than cloudy skies. The direct

OSA has a typical range of 0.02–0.45, while the diffuse

OSA typically ranges from 0.05 to 0.06.

f. Sea surface temperature

The SST input to the RRTMG is obtained from theU.S.

Navy Global Ocean Forecasting System (GOFS; Metzger

et al. 2014), which consists of the global Hybrid Coordinate

Ocean Model (HYCOM) and the Navy Coupled Ocean

Data Assimilation (NCODA; Cummings and Smedstad

2013). GlobalHYCOM is a real-time eddy-resolving global

system, with a horizontal equatorial resolution of 1/12.58.
In this application, NCODA uses a three-dimensional

variational data assimilation scheme. NCODA is cycled

with HYCOM to provide updated initial conditions for

subsequent model forecast. GOFS is run daily at the

NAVOCEANO to produce 3-hourly forecast fields out

to 168 h. The 3-h SST field that is closest in time to the

MIRS retrieval time is horizontally interpolated from

the provided global grid to the swath-level latitude–

longitude locations.

3. Clearness index

In addition to the SWdwn and LWdwn swath-level esti-

mates produced by the RRTMG, NFLUX also produces

swath-level clearness index (CI) values corresponding

to each SWdwn observation. CI is also called the short-

wave atmospheric transmittance (Liou 1992; Petty

2006; Inman et al. 2013; Boilley and Wald 2015) and is

defined as the ratio of the irradiance at the surface

(SWdwn) to the extraterrestrial irradiance on a hori-

zontal plane, or the incoming solar radiation at the top

of atmosphere (SWTOA):

CI5SW
dwn

/SW
TOA

. (3)

SWTOA is calculated by

SW
TOA

5 S
0

�r
0

r

�2

cosZ , (4)

where S0 is the solar constant, r0 is the mean sun–Earth

distance, r is the instantaneous sun–Earth distance that

varies throughout the year according to the elliptical

orbit, and Z is the solar zenith angle. CI represents the

overall extinction by clouds and atmospheric constit-

uents relative to the incoming solar radiation at the top

of atmosphere (Diagne et al. 2013) and can be consid-

ered an attenuation factor of the atmosphere. CI values

range from 0 to 1. A clear atmosphere (clear-sky con-

ditions, low aerosol contamination, and low water va-

por content) would result in a high CI value. A nonclear

atmosphere (cloudy-sky conditions, high aerosol con-

tamination, and high water vapor content) would result

in a low CI value. CI is a more favorable parameter

than SWdwn to use for assimilation across a range of

times because CI reduces the dependency on the solar

zenith angle.

4. In situ observations

The in situ data used in this study for the radiative flux

validation include observations from research vessels

and moored buoys (Fig. 1). Research vessels that are

part of the Shipboard Automated Meteorological and

Oceanographic System (SAMOS) initiative provide

SWdwn and LWdwn observations. A SAMOS is an au-

tomated datalogging system that records continuous

(typically every 1min) navigational, meteorological,

and near-surface oceanographic parameters while the

TABLE 2. RRTMG atmospheric gas concentrations. The inputs

are based on the 2013 annual global surface mean and the 2012/13

annual global growth rate. Units are shown in the table as parts per

million (ppm), parts per billion (ppb), and parts per trillion (ppt).

Atmospheric gas 2013 annual mean 2012/13 growth rate

CO2 (ppm) 395.3 2.8

CH4 (ppb) 1814.1 5.7

N2O (ppb) 325.9 0.9

CFC-11 (ppt) 234.5 21.9

CFC-12 (ppt) 521.8 22.9

HCFC-22 (ppt) 223.6 5.6

CCL4 (ppt) 84.4 21.0
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research vessel is underway (Briggs et al. 2016).When the

ship is in port, no measurements are recorded. SAMOS

intermediate daily files used in this study were obtained

through anonymous FTP (ftp://ftp.coaps.fsu.edu/samos_

pub/). A total of 12 SAMOS equipped research vessels

provided SWdwn observations for the time period of in-

terest in this study; 9 of the 12 research vessels also

provided useful LWdwn observations. One research vessel

did not provide LWdwn observations, and two research

vessels had a large number of LWdwn observations outside

of the normal range which caused us to exclude their

LWdwn data from our dataset.

In situ fluxes measured by moored buoys were ob-

tained fromfive different arrays: Prediction andResearch

Moored Array in the Tropical Atlantic (PIRATA),

Research Moored Array for African–Asian–Australian

Monsoon Analysis and Prediction (RAMA), Tropical

Atmosphere Ocean/Triangle Trans-Ocean Buoy Net-

work (TAO/TRITON), OceanSites, and National Data

Buoy Center (NDBC). PIRATA (Bourlès et al. 2008)
provided SWdwn observations from 18 platforms, with 6

of these also providing LWdwn observations. RAMA

(McPhaden et al. 2009), located in the IndianOcean, has

6 platforms that provided SWdwn observations, but none

included LWdwn observations for the time period in this

study. The tropical Pacific contains the TAO/TRITON

(McPhaden et al. 1998), which included 14 platforms

with SWdwn observations, 2 of which also provided

LWdwn observations. (PIRATA, RAMA, and TAO/

TRITON buoy data were obtained from http://www.

pmel.noaa.gov/tao/.) NDBC applied a quality control

and stored data from three moored buoys with SWdwn

observations and none with LWdwn observations. Those

with SWdwn observations include station 41036, an NDBC

owned and maintained platform that is located off the

North Carolina coast, and stations 48213 and 48214, which

are owned and maintained by Shell Arctic and located off

the northern coast of Alaska. The Alaska stations only

operate during summer months. (The NDBC data were

obtained from http://www.ndbc.noaa.gov/.) The remaining

six moored buoys used in this study are part of the

OceanSites network (http://www.oceansites.org/)

and provided both SWdwn andLWdwn observations. These

moored platforms include theNorthwest TropicalAtlantic

Station (NTAS) buoy located in the tropical North At-

lantic, the Kuroshio Extension Observatory (KEO) buoy

located in the western Pacific, the Papa buoy located in the

eastern Pacific, the Salinity Processes in the Upper Ocean

Regional Study (SPURS) buoy located in the subtropical

North Atlantic, the Stratus buoy located in the eastern

tropical South Pacific, and the Woods Hole Oceano-

graphic Institution (WHOI) Hawaii Ocean Time Series

Station (WHOTS) buoy located in the tropical central

Pacific. (KEO and Papa data were obtained from http://

www.pmel.noaa.gov/ocs/data/disdel/. NTAS, SPURS,

Stratus, andWHOI buoy data were obtained from http://

uop.whoi.edu/projects/projects.html.)

As shown in Fig. 1, the different in situ types sample

different latitude regions. The NDBCmoored buoys are

located at high latitudes. The SAMOS research vessels

sample the entire latitude range of interest, including

cruises to Antarctica, Greenland, and the tropics. The

FIG. 1. Locations of in situ validation data. Coloredmarkers represent individual SAMOS ship tracks. The black symbols represent each of

the different buoy arrays used.
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OceanSites moored buoys also sample a wide range of

latitudes. The OceanSites platform Stratus is located at

208S, while the OceanSites platform Papa is located

at 508N. The PIRATA, RAMA, and TAO/TRITON

moored buoys all sample the tropics. By including each

of these different in situ types in theNFLUX swath-level

comparisons, we hope to ensure evaluation over a wide

range of conditions.

All the buoy and research vessel observations in this

study use the Eppley Precision Spectral Pyranometer

(PSP) to measure the SWdwn and the Eppley Precision

Infrared Radiometer (PIR) to measure the LWdwn

(Hosom et al. 1995). The reporting frequency of the

in situ observations ranges from 1min to hourly, de-

pending on the platform. Gupta et al. (2004) found that

1-min in situ SWdwn observations are not representative

of the cloud spatial variability within a given satellite

footprint. To help compensate for the large cloud spatial

variability represented in the satellite swath-level data,

they found 60-min averaging windows to be the opti-

mum averaging interval for in situ observations under

cloudy conditions. The in situ data used in this study do

not provide cloud observations; therefore, all in situ

SWdwn observations have a 60-min averaging window

applied. Gupta et al. (2004) also found averaging the

longwave observations resulted in little to no effect on

the error statistics because longwave fluxes are much

less sensitive to cloud variability than shortwave fluxes.

Thus, the in situ LWdwn observations used for validation

have no averaging window applied.

5. Swath-level comparisons

TheNFLUX swath-level estimates are compared with

in situ observations for one year, from 1 May 2013

through 30 April 2014. For a satellite/in situ matchup to

be considered valid, the spatial difference between the

NFLUX swath-level estimate and the in situ observation

must be nomore than half of the satellite resolution. The

NFLUX swath-level estimates are provided at the

same resolution as the MIRS data (Table 1): 15 km for

MetOp-B and 45km for the other satellite platforms.

Also, the temporal difference between theNFLUXswath-

level estimate and the center of the in situ observation

averaging windowmust be within 1min. There is a slight

reduction in the number of DMSP F16 matchups rela-

tive to the other satellites because of the termination of

its MIRS product as of 24 February 2014. The calculated

values include the satellite mean, mean bias, standard

deviation of the difference, root-mean-square error of

the difference (RMSE), mean absolute percent error

(MAPE), and correlation coefficient. With the excep-

tion of MAPE, the error statistics are calculated

followingMay et al. (2016). Themeanbias is calculated as

NFLUX minus the in situ observations. A positive bias

indicates an overestimation of NFLUX, and a negative

bias indicates an underestimation of NFLUX.MAPE is a

measure of prediction accuracy and is defined using

MAPE5

�
1

n
�
n

i51

����Xi
2Y

i

X
i

����
�
100, (5)

where Xi are the in situ observations and Yi are the

NFLUX estimates. Multiplying by 100 makes it a

percent error.

a. Downwelling surface shortwave radiation

TheNFLUX swath-level SWdwn error statistics for each

satellite versus the in situ observations are presented in

Table 3. Corresponding scatterplots are shown in Fig. 2,

with different colors representing each of the in situ types.

SWdwn is primarily dependent on solar zenith angle and

cloud coverage. Because of the dependency on the solar

zenith angle, the NFLUX SWdwn mean values for differ-

ent satellite platforms (third column of Table 3) are highly

correlated with the satellite crossing time (Table 1). For

example, DMSP F16 has an early morning local time of

the ascending node (LTAN) so the matchups will occur

during early morning when there is a relatively low

amount of SWdwn. This leads to SWdwn estimates ranging

from 25 to 600Wm22 and a low combinedmatchupmean

value of 135.22Wm22. In contrast,NOAA-19 has an early

afternoon LTAN so the matchups will occur during early

afternoon when there is potentially a large amount of

SWdwn. This corresponds to SWdwn estimates ranging

from 25 to 1100Wm22 and a relatively high combined

matchup mean value of 622.65Wm22. The sampled lati-

tude ranges of the different in situ types also have a large

impact on the sample of SWdwn mean values since

throughout the year in situ platforms at higher latitudes

will not receive asmuch SWdwn as platforms located in the

tropics. This is most easily seen withNOAA-19. The high-

latitude NFLUX versus NDBC moored buoy matchups

have a mean of 195.91Wm22, while the tropical NFLUX

versus TAO/TRITON moored buoy matchups have a

mean of 775.24Wm22. This feature can also be seen in

the bottom-right panel of Fig. 2. The tropical moored

buoy matchups (warm colors) are clustered between

600 and 1000Wm22, while the high-latitude NDBC

moored buoy matchups (dark blue) are seen typically

less than 400Wm22. The SAMOS research vessel and

OceanSites moored buoy matchups (light blue and

green), which sample a wide range of latitude, are seen

throughout the sampled range.

Bias estimates grouped by in situ type offers insight

into the range of conditions sampled. NFLUX SWdwn
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estimates relative to OceanSites platforms always have a

negative bias, which indicates NFLUX underestimates

SWdwn in the mid- to high latitudes. When compared with

the PIRATA and RAMA platforms, NFLUX has a pos-

itive bias for all satellites exceptNOAA-18. This indicates

NFLUX overestimates SWdwn in the tropics. NFLUX

relative to the remaining in situ types shows a mix of

positive and negative biases for the various satellites,

with an overall trend of a positive bias. As discussed

previously, incoming solar radiation is largely affected

by cloud coverage. Cloudy conditions reduce the

amount of solar radiation that reaches the surface, while

clear conditions allow most of the incoming solar radi-

ation to reach the surface. The bias results here suggest

TABLE 3. Comparison of the NFLUX swath-level SWdwn estimates with in situ surface observations. Error statistics for each in situ type are

shown, as well as a combined type which represents the combination of all six in situ types. The error statistics include number of observations

(N), mean bias (Bias), standard deviation (SD), RMSE, MAPE, and correlation coefficient (R2). Errors are in watts per meter squared.

In situ type N Mean Bias SD RMSE MAPE R2

DMSP F16

SAMOS 282 155.69 1.74 77.45 77.47 52.64 0.78

NDBC 53 146.81 17.69 82.41 84.29 51.62 0.53

OceanSites 312 136.46 214.89 56.16 58.10 35.75 0.87

PIRATA 426 120.07 5.04 43.46 43.75 32.85 0.81

RAMA 27 158.50 18.68 36.53 41.03 27.81 0.84

TAO/TRITON 65 120.63 27.77 38.06 38.84 26.12 0.85

Combined 1165 135.22 20.92 59.18 59.19 38.78 0.81

DMSP F18

SAMOS 407 266.18 219.46 99.27 101.16 33.05 0.86

NDBC 128 161.75 225.72 81.98 85.92 30.41 0.73

OceanSites 339 225.05 258.25 90.94 108.00 27.65 0.86

PIRATA 711 328.35 10.45 88.15 88.77 26.88 0.74

RAMA 70 366.68 35.96 67.60 76.57 20.11 0.71

TAO/TRITON 112 355.52 1.72 73.91 73.93 19.13 0.76

Combined 1767 285.38 211.78 93.49 94.23 27.94 0.81

MetOp-A

SAMOS 384 416.90 29.15 127.92 128.25 34.40 0.88

NDBC 95 219.87 25.87 116.54 116.69 33.94 0.80

OceanSites 367 431.91 237.93 110.41 116.74 25.19 0.90

PIRATA 718 631.11 23.06 120.50 122.69 18.40 0.65

RAMA 74 661.12 13.59 104.51 105.39 14.83 0.58

TAO/TRITON 107 666.88 29.00 100.34 100.75 13.47 0.64

Combined 1745 523.15 20.80 120.47 120.48 23.74 0.86

MetOp-B

SAMOS 430 418.27 7.50 122.27 122.50 31.61 0.91

NDBC 127 243.81 20.41 126.84 128.47 49.75 0.64

OceanSites 350 493.44 26.51 126.39 126.56 23.97 0.86

PIRATA 709 660.15 53.52 122.26 133.46 20.26 0.64

RAMA 58 662.41 44.76 118.47 126.64 20.14 0.57

TAO/TRITON 146 682.49 26.94 127.42 130.23 20.80 0.51

Combined 1820 543.76 26.38 126.06 128.79 25.75 0.86

NOAA-18

SAMOS 369 357.46 13.30 108.78 109.59 37.58 0.88

NDBC 91 181.09 16.67 85.39 87.00 41.78 0.87

OceanSites 326 357.71 23.38 109.32 109.38 34.79 0.86

PIRATA 632 432.46 35.49 97.77 104.01 27.21 0.73

RAMA 53 409.08 29.09 102.18 102.58 21.37 0.56

TAO/TRITON 126 438.88 212.16 91.09 91.89 18.93 0.75

Combined 1597 385.28 16.12 103.37 104.62 31.14 0.84

NOAA-19

SAMOS 429 512.48 12.11 143.33 143.84 37.20 0.89

NDBC 90 195.91 218.48 116.76 118.21 43.73 0.69

OceanSites 321 544.83 233.52 142.21 146.11 23.67 0.86

PIRATA 658 753.01 41.54 154.23 159.73 20.92 0.53

RAMA 65 768.15 16.40 136.63 137.61 15.84 0.43

TAO/TRITON 101 775.24 216.45 142.48 143.43 16.02 0.42

Combined 1664 622.65 11.73 148.82 149.28 26.38 0.85
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that theMIRS data underestimate cloud coverage in the

tropics, causing NFLUX to overestimate SWdwn, and

have an overabundance of clouds in the mid- to high

latitudes, causing NFLUX to underestimate SWdwn. The

underestimation of clouds in the tropics from the MIRS

data has also been identified by the MIRS team (C.

Grassotti 2016, personal communication). Later ver-

sions of the MIRS data, starting with version 11, have

increased overall cloud liquid water, particularly in the

tropics.

Even with the improvements in MIRS, version 11,

some error associated with the cloud coverage is antic-

ipated because MIRS uses a microwave, as opposed to a

visible and/or infrared, sensor to retrieve cloud liquid

water. Visible and infraredmeasurements are often used

to determine cloud type, cloud thickness, and cloud-top

height (Liu et al. 1995). Passive microwave radiation,

which can propagate through clouds, is routinely used to

provide cloud liquid water paths over the ocean (Weng

and Grody 1994; Greenwald et al. 2007; O’Dell et al.

FIG. 2. Graphical comparison of NFLUX vs in situ SWdwn observations for each satellite. Colored markers rep-

resent separate in situ data types.
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2008; Aires et al. 2011). However, microwave observa-

tions are less sensitive to thin clouds than are visible and

infrared measurements (O’Dell et al. 2008; Aires et al.

2011). Also, as noted in Boukabara et al. (2011), the

MIRS CLW depends on certain assumptions about the

clouds, such as the size of the droplets and particle

size distribution. By using alternate assumptions in

MIRS, the resultingCLWcould be different. The particle

size has less of an impact on visible and infrared

measurements.

The SWdwn standard deviation and RMSE matchup

error statistics are difficult to compare among the satel-

lites because they are relative to the sampled range,

which largely depends on the LTAN of satellite and the

latitude range of the in situ data. As expected, NFLUX

SWdwn estimates fromDMSP F16, with an early morning

crossing time, small sampled range, and low combined

mean value, have the lowest combinedmatchup standard

deviation and RMSE of 59.18 and 59.19Wm22, re-

spectively. NFLUX SWdwn estimates from NOAA-19,

with an early afternoon crossing time, large sampled

range, and high combined mean value, has the highest

combined matchup standard deviation and RMSE of

148.82 and 149.28Wm22, respectively.

As a way to compare the errors in relative terms,

corresponding MAPE values are examined. The com-

bined matchup MAPE value for the NFLUX SWdwn

estimates from DMSP F16 has the highest amount of

error (38.78%) when compared with the other satellites,

which range from 23.74% to 31.14%. The NFLUX

SWdwn estimates in comparison with the SAMOS re-

search vessels and the NDBC moored buoys have the

largest MAPE values (highest amount of error) for each

of the satellites. The NFLUX estimates in comparison

with the OceanSites moored buoys generally have the

next largest MAPE value, followed by the comparisons

with the tropical moored buoys (least amount of error).

These results indicate that NFLUX SWdwn estimates

compare better to the tropical moored buoys than the

other in situ types. Colbo and Weller (2009) identify tilt

effects (both mean tilt and rocking tilt caused by sur-

face waves) as the primary source of error for the

in situ shortwave radiometer sensors. The shortwave

radiometer sensor height is 3–5m for the moored buoys

and 10–20m for research vessels. From the results seen

here, we can speculate there are sampling differences

based on platform motion and sensor height.

b. Clearness index

The NFLUX swath-level CI error statistics for each

satellite versus the in situ observations are presented in

Table 4. Corresponding scatterplots are shown in Fig. 3,

with each in situ type represented by a separate color. As

discussed before and shown in Fig. 2, the NFLUX

SWdwn observations have an upper limit based on the

satellite LTAN. In contrast, Fig. 3 shows that the

NFLUXCI estimates for each satellite sample the entire

CI range well, from 0.05 through 0.8. This is because CI

is representative of how clear the atmosphere is and is

less dependent on the solar zenith angle, which allows

for a more direct comparison of values derived from

satellites with different LTANs. The combined matchup

mean values range from 0.36 to 0.57 for the various

satellites. TheNFLUXmatchups for satellites with early

morning LTANs, DMSP F16 and F18, yield lower mean

values relative to the matchups with the other satellites.

These differences are attributed to the CI calculation

not taking into account the atmospheric air mass, the

optical pathlength of the atmospheric boundary layer

the radiation must travel through to reach ground level

(Inman et al. 2013). The airmass coefficient is expressed

as a ratio relative to the optical pathlength of the at-

mospheric boundary layer when the sun is directly

overhead.When the sun is directly overhead the airmass

coefficient has a value of unity; as the solar zenith angle

increases, so does the airmass coefficient. CI does not

typically apply a correction for the airmass as commonly

used in solar forecasting (Boland 2015; Diagne et al.

2013; Inman et al. 2013).

The NFLUX CI mean bias trends match those dis-

cussed for SWdwn. The NFLUX CI estimates relative to

PIRATA and RAMA moored buoys always have a

positive or neutral bias, which indicates NFLUX over-

estimates the CI in the tropics. The NFLUX versus

OceanSites matchups have a negative bias, which in-

dicates NFLUX underestimates the CI in the mid- to

high latitudes. NFLUX versus the remaining in situ

types show no consistent trend. An overestimation of CI

would suggest the modeled atmosphere is too clear,

possibly from lack of clouds or aerosol content. An un-

derestimation of CI would suggest the modeled atmo-

sphere is not clear enough, possibly from toomuch cloud

coverage or aerosol content. As with the SWdwn results,

these results suggest MIRS has too few clouds in the

tropics and too much cloud coverage in the mid- to high

latitudes.

The CI standard deviation and corresponding RMSE

matchup values compare well among the various satel-

lites. NFLUX CI estimates from DMSP F16 have a

slightly higher combined standard deviation of 0.17

when compared with NFLUX estimates from other

satellites, which range from 0.13 to 0.14. Evaluating the

results by in situ type reveals the NFLUX comparisons

with NDBC moored buoys have the highest standard

deviation and RMSE for the MetOp and NOAA plat-

forms, while the NFLUX comparisons with SAMOS
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research vessels have the highest standard deviation and

RMSE for the DMSP platforms. The other in situ types,

the tropical and the OceanSites moored buoys, show

good agreement to NFLUX with similar standard de-

viation and RMSE values for the various satellites. The

corresponding MAPE values reinforce these findings.

The NFLUX comparisons with the NDBC moored

buoys and the SAMOS research vessels have the highest

MAPE values for each of the satellites, indicating that

NFLUX has the largest amount of error relative to these

two in situ types, consistent with the SWdwn results. The

NFLUX CI estimates derived from DMSP F16 have the

largest combined matchup MAPE value of 40.18%,

while the combined matchup MAPE value for NFLUX

using the other satellites ranges from 23.92% to 30.11%.

This indicates that the NFLUX estimates based on the

TABLE 4. As in Table 3, but for CI. Errors are unitless.

In situ type N Mean Bias SD RMSE MAPE R2

DMSP F16

SAMOS 327 0.35 20.02 0.20 0.20 55.91 0.42

NDBC 59 0.33 0.05 0.19 0.19 74.04 0.19

OceanSites 352 0.32 20.06 0.14 0.15 30.89 0.66

PIRATA 478 0.38 0.00 0.16 0.16 34.91 0.24

RAMA 32 0.40 0.03 0.10 0.10 26.51 0.63

TAO/TRITON 69 0.41 20.05 0.17 0.18 26.99 0.32

Combined 1317 0.36 20.02 0.17 0.17 40.18 0.44

DMSP F18

SAMOS 441 0.41 20.03 0.15 0.16 35.05 0.69

NDBC 143 0.30 20.03 0.13 0.13 27.38 0.50

OceanSites 360 0.34 20.09 0.13 0.16 27.63 0.73

PIRATA 711 0.48 0.02 0.13 0.13 27.00 0.55

RAMA 70 0.55 0.05 0.10 0.11 20.30 0.29

TAO/TRITON 112 0.54 0.00 0.12 0.12 19.13 0.51

Combined 1837 0.43 20.02 0.14 0.14 28.35 0.66

MetOp-A

SAMOS 402 0.46 20.01 0.15 0.15 35.34 0.76

NDBC 116 0.32 20.04 0.18 0.19 30.39 0.41

OceanSites 369 0.46 20.04 0.12 0.13 24.99 0.81

PIRATA 718 0.60 0.02 0.11 0.12 18.42 0.54

RAMA 74 0.64 0.01 0.10 0.10 14.87 0.37

TAO/TRITON 107 0.65 20.01 0.10 0.10 13.47 0.39

Combined 1786 0.53 20.01 0.13 0.13 23.92 0.74

MetOp-B

SAMOS 436 0.48 0.01 0.14 0.14 28.64 0.80

NDBC 136 0.41 0.05 0.20 0.21 52.59 0.34

OceanSites 354 0.52 20.01 0.14 0.14 23.71 0.77

PIRATA 709 0.63 0.05 0.12 0.13 20.33 0.52

RAMA 58 0.64 0.04 0.11 0.12 20.19 0.50

TAO/TRITON 146 0.66 0.02 0.12 0.13 20.70 0.26

Combined 1839 0.56 0.03 0.14 0.14 25.36 0.72

NOAA-18

SAMOS 399 0.47 0.01 0.16 0.16 37.23 0.73

NDBC 99 0.34 0.01 0.18 0.18 45.36 0.41

OceanSites 350 0.45 20.01 0.15 0.15 28.41 0.74

PIRATA 632 0.56 0.04 0.13 0.13 27.06 0.50

RAMA 53 0.55 20.01 0.13 0.13 21.34 0.11

TAO/TRITON 126 0.58 20.01 0.13 0.13 19.24 0.42

Combined 1659 0.50 0.02 0.14 0.15 30.11 0.68

NOAA-19

SAMOS 439 0.52 0.01 0.15 0.15 35.63 0.79

NDBC 101 0.32 20.03 0.17 0.17 39.37 0.52

OceanSites 321 0.52 20.04 0.14 0.14 23.70 0.77

PIRATA 658 0.64 0.03 0.13 0.14 20.88 0.44

RAMA 65 0.65 0.02 0.12 0.12 15.80 0.25

TAO/TRITON 101 0.67 20.01 0.12 0.12 15.91 0.36

Combined 1685 0.57 0.01 0.14 0.14 25.88 0.73
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DMSP F16 satellite have larger errors than do estimates

from the other satellites.

The correlation coefficient of theNFLUXCI estimates

shows a noticeable difference between DMSP F16 and

the other satellites. The NFLUX estimates from DMSP

F16 have a combined matchup correlation coefficient of

0.44, while the combined matchups from the other sat-

ellites range from 0.66 to 0.74. This indicates a good

agreement between the in situ observations and NFLUX

among the DMSP F18, MetOp, and NOAA satellites.

c. Downwelling surface longwave radiation

The NFLUX swath-level LWdwn error statistics for

each satellite versus the in situ observations are pre-

sented in Table 5. Figure 4 shows the corresponding

scatterplots, with different colors representing each of

the separate in situ types. The NDBC and RAMA

moored buoys did not provide high-resolution LWdwn

observations during this time period, so these in situ

types are not included in Table 5 or Fig. 4. We also note

FIG. 3. As in Fig. 2, but for CI.
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the higher number of observations relative to the

SWdwn and CI comparisons, because LWdwn matchups

can occur during both daytime and nighttime. Unlike

SWdwn, LWdwn does not depend on solar zenith angle,

so the satellite LTAN has no impact on the NFLUX

LWdwn estimates. The latitude range of the in situ data

does have an impact on the LWdwn matchup mean

values. As discussed previously, LWdwn has a large

dependency on low-level atmospheric temperature,

which is correlated with latitude. This effect can be

seen from the NFLUX mean values in Table 5 (third

column). The NFLUX LWdwn estimates in compari-

son with the SAMOS research vessels and OceanSites

moored buoy observations, which sample the given

latitude range, have significantly lower mean

values (354.30–372.97Wm22) than the NFLUX versus

PIRATA and TAO/TRITON moored buoy matchups

(389.44–405.85Wm22), which are limited to the

tropical region. This effect is also reflected in the

scatterplots in Fig. 4. The tropicalmoored buoymatchups

(orange and red) are seen typically above 350Wm22,

while the matchups for the other in situ types (blue and

green) are spread throughout the sampled range. The

NFLUXmean value for each in situ type is similar among

the various satellites, which reemphasizes that LWdwn

does not depend on the solar zenith angle. This also leads

to the combined mean matchup values being close

among the various satellites, ranging from 373.23 to

380.35Wm22.

The NFLUX LWdwn estimates relative to the TAO/

TRITON moored buoy observations always have a

positive bias, which indicates NFLUX overestimates

LWdwn in the tropical Pacific. The NFLUX versus

PIRATAmoored buoy matchups always have a negative

bias, which indicates NFLUX underestimates LWdwn in

the tropical Atlantic. The NFLUX estimates in comparison

TABLE 5. As in Table 3, but for LWdwn. Errors are in watts per meter squared.

In situ type N Mean Bias SD RMSE MAPE R2

DMSP F16

SAMOS 378 356.51 21.11 25.39 25.41 5.73 0.84

OceanSites 688 372.97 22.50 22.22 22.36 4.54 0.79

PIRATA 514 394.95 25.77 18.43 19.32 3.59 0.56

TAO/TRITON 106 390.81 1.56 20.33 20.39 3.85 0.49

Combined 1686 377.10 22.93 21.91 22.11 4.47 0.81

DMSP F18

SAMOS 631 362.08 7.32 25.91 26.92 6.34 0.86

OceanSites 762 365.25 4.90 20.88 21.45 4.74 0.89

PIRATA 706 405.85 21.94 15.89 16.00 2.96 0.54

TAO/TRITON 49 399.11 10.35 16.73 19.67 4.29 0.61

Combined 2148 378.43 3.49 21.38 21.66 4.61 0.89

MetOp-A

SAMOS 728 360.11 0.80 22.40 22.42 5.01 0.89

OceanSites 981 369.85 0.41 19.48 19.48 4.02 0.88

PIRATA 931 405.72 21.27 14.50 14.55 2.77 0.60

TAO/TRITON 87 396.66 13.88 16.91 21.87 5.09 0.51

Combined 2727 380.35 0.37 18.92 18.93 3.89 0.90

MetOp-B

SAMOS 863 355.10 24.45 22.31 22.75 4.92 0.89

OceanSites 1012 361.86 26.11 19.33 20.27 4.06 0.88

PIRATA 995 399.04 27.58 14.01 15.93 2.82 0.64

TAO/TRITON 90 389.44 3.85 14.63 15.13 3.31 0.79

Combined 2960 373.23 25.82 18.70 19.59 3.87 0.90

NOAA-18

SAMOS 778 359.66 20.89 23.97 23.99 5.29 0.86

OceanSites 909 366.03 21.51 20.70 20.75 4.43 0.87

PIRATA 807 403.97 23.89 15.31 15.80 2.88 0.62

TAO/TRITON 74 394.45 6.94 15.15 16.67 3.40 0.71

Combined 2568 376.84 21.83 20.25 20.33 4.17 0.88

NOAA-19

SAMOS 835 354.30 20.27 23.88 23.88 5.38 0.88

OceanSites 980 364.99 20.78 20.11 20.12 4.23 0.88

PIRATA 871 402.34 26.93 15.09 16.61 2.96 0.62

TAO/TRITON 63 391.61 9.14 15.82 18.27 3.77 0.68

Combined 2749 374.18 22.35 20.18 20.31 4.16 0.89
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with SAMOS research vessels and OceanSites moored

buoy observations also have a negative bias for all satel-

lite products except DMSP F18 and MetOp-A. LWdwn is

largely influenced by the low-level atmospheric temper-

ature and moisture. Warm and moist conditions increase

LWdwn, while cool and dry conditions reduce LWdwn. The

biases here suggest that the MIRS data are too warm or

moist in the tropical Pacific, causing NFLUX to over-

estimate LWdwn, and too cool or dry in other regions,

causing NFLUX to underestimate LWdwn.

The LWdwn standard deviation and RMSE matchup

values compare well among the various satellite, with the

standard deviation for the combined matchups ranging

from 18.70 to 21.91Wm22 and the corresponding RMSE

values ranging from 18.93 to 22.11Wm22 for the various

satellites. Comparisons of NFLUX with the SAMOS

research vessels always show a slightly higher standard

deviation and RMSE relative to comparisons with the

other in situ types for each satellite.Additionally,matchups

relative to the SAMOS research vessels have slightly larger

FIG. 4. As in Fig. 2, but for LWdwn.
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MAPE values, ranging from 4.92% to 6.34%, than do

matchups with other in situ types, with MAPE values

ranging from 2.77% to 5.09%. Colbo and Weller (2009)

found that the most significant error for the in situ long-

wave radiometer sensors is from thermal gradients in the

dome and case temperatures due to differential heating.

This will affect the instantaneous measurements, which is

what is used in this study, but typically has little to no effect

on the long-term averages. Dome contamination from the

accumulation of salt spray or other opaque materials on

the radiometer dome can also affect the measurements.

The combined matchup MAPE values range from 3.87%

to 4.61% for the various satellites, with those using the

DMSP satellites showing slightly largerMAPE values than

do the MetOp and NOAA satellites. The matchups with

the SAMOS research vessels and the OceanSites moored

buoys generally show larger correlation coefficients than

do the matchups with the PIRATA and TAO/TRITON

moored buoys. The combined correlation coefficients

range from 0.88 to 0.90, with the exception of DMSP F16,

which has a combined correlation coefficient of 0.81. In

general, these results imply a good agreement between

the in situ observations and theNFLUXestimates among

the various satellites.

To further examine the LWdwn results, the combined

matchups were separated by day and night for each

satellite (not shown). The distribution of the matchups

was very similar and there was no significant difference

between the error characteristics.

6. Summary and conclusions

The goal of the NFLUX project is to provide near-real-

time global gridded surface heat flux products. This study

discusses the production and evaluation of the satellite-

based swath-level radiative heat fluxes. The RRTMG is

used to provide swath-level SWdwn and LWdwn estimates.

The primary input to the RRTMG is MIRS data, which

are available for six different satellite platforms. Using

multiple satellites with a variety of sampling times pro-

vides global coverage of radiative flux estimates

throughout the day, which is required for accurate ocean

model forecasting. The swath-level SWdwn estimates are

converted into CI values. By definition, CI is SWdwn

normalized by SWTOA. CI can be used as a measure of

how clear the atmosphere is. TheNFLUXSWdwn, CI, and

LWdwn swath-level estimates are evaluated relative to a

variety of in situ observations from research vessels and 5

moored buoy arrays for one year, May 2013–April 2014.

TheNFLUXswath-level SWdwn andCI estimates have a

positive bias in the tropics, indicating an overestimation by

NFLUX, and a negative bias in the mid- to high latitudes,

indicating an underestimation by NFLUX. These biases

are likely due to misrepresentation of cloud coverage by

the MIRS data. An increase in cloud coverage would re-

duce SWdwn, while a decrease in cloud coverage would

increase SWdwn. Overall cloud liquid water has been in-

creased in later versions of the MIRS data. The NFLUX

swath-level LWdwn estimates have a positive bias in the

tropical Pacific, indicating an overestimation by NFLUX,

and a negative bias in other regions, indicating an un-

derestimation by NFLUX. The low-level atmospheric

temperature and moisture are likely the cause of these

biases. Increasing (reducing) the low-level air temperature

or moisture increases (reduces) LWdwn.

The NFLUX products from DMSP F16 have slightly

larger errors than do the other satellites for SWdwn, CI,

and LWdwn. The remaining five satellite products com-

pare well to each other for each parameter. The SWdwn

combined matchup standard deviation ranges from

59.18 to 148.82Wm22. This large range is primarily due

to the different LTANs for each satellite. The corre-

sponding combined matchup correlation coefficient

ranges from 0.81 to 0.86. The CI combined matchup

standard deviation ranges from 0.13 to 0.17, and the

combined correlation coefficient ranges from 0.44 to

0.74. The LWdwn combined matchup standard deviation

ranges from 18.70 to 21.91Wm22 and the combined

matchup correlation coefficient ranges from 0.81 to 0.90.

These results are very encouraging, but the satellite

swath-level estimates are only the first part to the

NFLUX system. A companion paper (May et al. 2017)

discusses assimilating the swath-level estimates with

atmospheric model data to produce global gridded ra-

diative heat flux fields. The NFLUX surface heat flux

fields can then be used as an alternative to NWP prod-

ucts to force ocean models. We are also currently

working on utilizing NFLUX as a mechanism for using

satellite observations of the air–sea interface to assess

and monitor NWP products and coupled models.
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