Short-term sea ice forecasting: An assessment of ice concentration and ice drift forecasts using the U.S. Navy's Arctic Cap Nowcast/Forecast System
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Abstract In this study, the forecast skill of the U.S. Navy operational Arctic sea ice forecast system, the Arctic Cap Nowcast/Forecast System (ACNFS), is presented for the period February 2014 to June 2015. ACNFS is designed to provide short-term forecasts of Arctic sea ice and ocean conditions. Many quantities are forecast by ACNFS; the most commonly used include ice concentration, ice thickness, ice velocity, sea surface temperature, sea surface salinity, and sea surface velocities. Ice concentration forecast skill is compared to a persistent ice state and historical sea ice climatology. Skill scores are focused on areas where ice concentration changes by 5% or more, and are therefore limited to primarily the marginal ice zone. We demonstrate that ACNFS forecasts are skilful compared to assuming a persistent ice state, especially beyond 24 h. ACNFS is also shown to be particularly skilful compared to a climatologic state for forecasts up to 102 h. Modeled ice drift velocity is compared to observed buoy data from the International Arctic Buoy Programme. A seasonal bias is shown where ACNFS is slower than IABP velocity in the summer months and faster in the winter months. In February 2015, ACNFS began to assimilate a blended ice concentration derived from Advanced Microwave Scanning Radiometer 2 (AMSR2) and the Interactive Multisensor Snow and Ice Mapping System (IMS). Preliminary results show that assimilating AMSR2 blended with IMS improves the short-term forecast skill and ice edge location compared to the independently derived National Ice Center Ice Edge product.

1. Introduction

Recent satellite observations have shown that the Arctic September sea ice extent minimum has been decreasing at a more rapid rate in the past two decades (1997–2014) than the first two decades when satellite observations were first made in 1979 [Serreze and Stroeve, 2015, Figure 2]. This increased rate of decline in sea ice cover means a greater area of navigable waters in the Arctic will be available for longer periods of time. The ability to forecast ice conditions is of crucial importance for maritime operational planning [U.S. Navy, 2014] and for scientific applications such as monitoring oceanographic [Johannessen et al., 2004; Serreze et al., 2007] and biologic [Arrigo et al., 2008; Aschan and Ingvaldsen, 2009; Durner et al., 2011; Jay et al., 2011] conditions. The Naval Research Laboratory (NRL) has a long history of Arctic forecast systems, going back to 1987 with the Polar Ice Prediction System (PIPS) [Preller et al., 2002], an Arctic basin forecast system consisting of the Hibler ice model (Hibler, 1979, 1980) and a monthly mean ocean climatological forcing. This system was replaced by PIPS 2.0, a 25 km resolution system coupling the Hibler ice model to the Cox ocean model [Cox, 1984] and encompassed all the sea ice covered regions of the northern hemisphere. With many recent improvements in sea ice and ocean modeling, as well as advances in high performance computing, the next generation Arctic forecast system, the Arctic Cap Nowcast/Forecast System (ACNFS), has been developed. ACNFS uses the Los Alamos Community Ice Code (CICE) version 4.0 [Hunke and Lipscomb, 2008] as the sea ice model which is two-way coupled to the HYbrid Coordinate Ocean Model (HYCOM) [Bleck, 2002; Metzger et al., 2014, 2015].

There are many ice-ocean modeling systems currently in use. The Community Earth System Model (CESM) [Kay et al., 2015] is a global, fully coupled atmospheric-ice-ocean model and is freely available at https://www2.cesm.ucar.edu/models/current. The Estimating Circulation and Climate of the Ocean (ECCO) project
is a global ice-ocean state estimation using an adjoint method [Stammer et al., 2002; Wunsch and Heimbach, 2013]. The Canadian Global Ice Ocean Prediction System (GIOPS) [Smith et al., 2015] provides a daily global ice and ocean analysis and 10 day forecasts using CICE coupled to the eddy-permitting, 1/4° Nucleus for European Modeling of the Ocean (NEMO). Several regional ice-ocean models are also published. Full Arctic domain models include the Pan Arctic Ice Ocean Modeling and Assimilation System (PIOMAS) [Schweiger et al., 2011; Zhang and Rothrock, 2003], a recent evolution of PIOMAS called Marginal Ice Zone Modeling and Assimilation System (MIZMAS), [Schweiger and Zhang, 2015], the Naval Postgraduate School Arctic Modeling Effort (NAME) [Maslowski et al., 2004; McGeehan and Maslowski, 2012], and the TOPAZ System [Bertino and Lisanter, 2008; Sakov et al., 2012]. Smaller sub-arctic regions include the Canadian Regional Ice Prediction System (RIPS) [Buehner et al., 2013; Lemieux et al., 2015], the Nares Strait [Rasmussen et al., 2010], and Labrador Sea and Baffin Bay [Fenty and Heimbach, 2013]. Finite element [Scholz et al., 2013; van Scheltinga et al., 2010] and finite volume [Gao et al., 2011] ice models also have been used to study ice-ocean dynamics. With the exception of the Canadian RIPS, MIZMAS, and TOPAZ, these models are used for either hindcasts (predictions of past events) or multi-decadal climate studies. ACNFS, in contrast, is designed to produce short-term, 1-7 day forecasts of current ice conditions with a focus on the marginal ice zone where ships are most likely to travel.

The aim of this paper is to document ACNFS and validate sea ice forecasts up to 5 days. A detailed description of the model is presented in section 2, followed by the forecast assessments and results in section 3. A summary is provided in section 4.

2. The Arctic Cap Nowcast/Forecast System (ACNFS)

ACNFS is a data assimilative, two-way coupled sea ice – ocean model driven by external atmospheric forcing. ACNFS [Posey et al., 2010] was declared operational by the U.S. Navy in September 2013, and is run daily providing Arctic sea ice forecasts out to 7 days. A description of each model, coupling between models, forcing, and data assimilation are now presented.

2.1. Ice Model: CICE V4.0

The Los Alamos Community Ice Code (CICE) version 4.0 [Hunke and Lipscomb, 2008] is the ice component currently used in ACNFS. Within CICE, sea ice and snow are divided into several discrete ice thickness categories. In ACNFS there are five thickness categories; within each thickness category there are four ice layers and one snow layer (these settings are the CICE defaults). For each ice and snow layer, changes in thickness by thermodynamic processes including radiative, turbulent, and conductive heat fluxes are computed via an energy conserving thermodynamic model [Bitz and Lipscomb, 1999]. The model ice thickness distribution varies in time due to thermodynamic and mechanical processes (e.g., ridging), and is updated using the ice thickness remapping scheme of Lipscomb [2001]. Ice momentum is solved using the elastic-viscous-plastic (EVP) model [Hunke and Dukowicz, 1997, 2002]. EVP is a modification to traditional viscous-plastic (VP) models [e.g., Hibler, 1979] where elastic waves are allowed to exist in the ice. This modification allows the momentum equation to be computed with a much more efficient, fully explicit numerical scheme, as opposed to an implicit scheme used in VP models. The elastic waves, while nonphysical, are damped out by subcycling every time step. In ACNFS the time step is 10 min, with 120 subcycles per time step.

2.2. Ocean Model: HYCOM

The Hybird Coordinate Ocean Model (HYCOM) [Bleck, 2002; Chassignet et al., 2003] is the ocean model used in ACNFS. HYCOM combines three different vertical coordinates: (1) pressure (fixed depth), best in mixed layer and unstratified ocean, (2) sigma or terrain following, often the best choice in shallow water, and (3) isopycnal (density), with best application in the deep stratified ocean. There are 32 HYCOM vertical layers in ACNFS. While the number of total layers stays the same, it is possible for the number of each type of layer to change each time step. The model makes a dynamically smooth transition between coordinate types by using a layered continuity equation. The K-Profile Parameterization (KPP) [Large et al., 1994] is used to parameterize vertical mixing.

2.3. Ice-Ocean Model Coupling

In ACNFS, CICE and HYCOM are two-way coupled via the Earth System Modeling Framework (ESMF) [Campbell et al., 2010; Hill et al., 2004]. CICE and HYCOM are run individually and exchange output every model hour. Table 1 contains a list of quantities coupled between each model. Ice thickness, fluxes, and
Observational data assimilation is achieved via the Navy Coupled Ocean Data Assimilation (NCODA) [Cummings, 2011; Cummings and Smedstad, 2013]. Data assimilation is performed to reduce errors in model forecasts due to several factors including nonlinear processes that are not a deterministic response to atmospheric forcing, poorly parameterized physical processes, limitations in numerical algorithms, and limitations due to model resolution. NCODA uses the 3-D variational analysis (3DVAR) method to assimilate observations into the model. Observational data that are assimilated into ACNFS come from a variety of sources. Most of the observed ocean surface data come from satellite-borne instruments. Sea surface height is obtained from Ocean Surface Topography Mission (OSTM)/Jason-2, AltiKa, and CryoSat-2. Sea surface temperature is obtained from the Advanced High Resolution Radiometer (AVHRR) (AVHRR methodology is the same as described in Cayula et al. [2013] for Visible Infrared Imaging Radiometer Suite (VIIRS)), Geostationary Operational Environmental Satellite (GOES), Meteosat Second Generation (MSG) satellite, and Advanced Microwave Scanning Radiometer 2 (AMSR2). Ice Concentration is obtained from the Defense Meteorological Satellite Program (DMSP) Special Sensor Microwave Imager/Sounder (SSMI/S) and AMSR2. Ice concentration from SSMI/S is derived using the NASA Team 2 sea ice algorithm [Markus and Cavalieri, 2000, 2009], while ice concentration from AMSR2 is derived from the Bootstrap Algorithm [Comiso, 1986; Comiso and Nishio, 2008]. While these observations are useful for correcting surface conditions, observations below the surface are also desired to help correct ocean quantities at depth. Observations below the surface that are assimilated into ACNFS include temperature and salinity profiles from expendable bathythermographs (XBT) and conductivity-temperature-depth (CTD) profiles. Ice-Tethered Profiler data [Krishfield et al., 2008; Toole et al., 2011] provide temperature and salinity profiles below the sea ice to depths of 760 meters, and are available in near real-time and assimilated into HYCOM. Sea surface height observations are converted to a synthetic vertical temperature and salinity profile via the Modular Ocean Data Assimilation System (MODAS) system [Fox et al., 2002]. Temperature observations are also obtained from profiling floats such as Argo (www.argo.net).

NCODA performs data assimilation in a two-step process. First, all observational data are quality controlled (QC’d) to ensure erroneous data are not assimilated. The QC process is detailed in Cummings [2005, 2011]. Briefly, a series of initial “sanity checks” are performed including a land-sea boundary test and valid physical data range tests, followed by instrumentation error checks, and then cross validation checks for consistency of observations. After these checks, the data are compared to “background” fields, which include climatology and short-term (past few weeks) observation analyses. A probability of error is then calculated based on the difference between the observation and background data. The sea ice concentration climatology is obtained from the European Centre for Medium Weather Forecast (ECMWF) climatology formed from years 1979 to 1996 [Fernandez et al., 1998], while ocean climatologies are obtained from Generalized Digital Environmental Model (GDEM) [Carnes et al., 2010]. If the observation probability of error reaches a specified
threshold (usually 5%), the data are not assimilated. Second, the QC’d data are then used in the 3DVAR method to create an analysis field based on the observed and background data and the error covariance. The NCODA ice and ocean analysis fields are then used for data assimilation into the model.

2.5.1. Assimilation With IMS

The Interactive Multisensor Snow and Ice Mapping System (IMS) [Helfrich et al., 2007] is an operational snow and ice mask product produced daily and valid at 00Z (Zulu, or Greenwich Mean Time). IMS is produced by an analyst at the National Ice Center (NIC) and incorporates a multitude of satellite imagery data including visible/infrared (VIS/IR), synthetic aperture radar (SAR), scatterometer, and passive microwave. The result is a sea ice extent mask that is available at either 1 km or 4 km spatial resolution. The IMS ice mask is available as a plain text file and GeoTiff [NIC, 2008]. (Note that IMS is also sent to the National Snow and Ice Data Center (NSIDC), repackaged into additional user-friendly formats such as Keyhole Markup Language (KML) and ESRI Shapefiles, and made available to the public as the Multisensor Analyzed Sea Ice Extent (MASIE) product [Fetterer et al., 2010].)

As discussed in Posey et al. [2015], the effective resolutions of observed sea ice concentration from SSMI/S and AMSR2 are 25 km and 10 km, respectively. These observed values must be interpolated to the higher resolution model grid (Figure 1). With model horizontal resolution 3.5 – 4.0 km north of 70°N, the relative coarseness of these data can lead to shifts in observed ice edge location compared to the model by 2–6 grid points, on the order of 10 km – 20 km. While the use of the IMS mask at 4 km resolution helps mitigate the observed versus model resolution differences, IMS is a product that can vary depending on the

Figure 1. ACNFS horizontal grid spacing in km.
availability of satellite coverage on a particular day. For example, SAR or VIS/IR observations are not available at all locations on all days. Also, IMS is a product created by human analysts, and subjective differences in ice location can occur [Meier et al., 2015].

The 4 km resolution IMS is used to mask the ice concentration assimilated into ACNFS, as 4 km is similar to the ACNFS horizontal resolution. IMS is a mask of ones and zeros that identify where the ice concentration is greater than 40%; there is no ice concentration value included within IMS. Since ACNFS requires a numeric ice concentration value for data assimilation, a method is required to convert the IMS mask to an ice concentration. Such a method was developed and described in Posey et al. [2015], where the IMS mask is applied to the NCODA analysis ice concentration, $A$, as follows:

$$
A = \begin{cases} 
0 \%, & \text{IMS} = 0 \\
70 \%, & \text{IMS} = 1 \text{ and } A < 70 \% \\
A, & \text{IMS} = 1 \text{ and } A \geq 70 \%
\end{cases}
$$

In (1), if $\text{IMS} = 0$, the NCODA analysis ice concentration is removed and made 0%. If $\text{IMS} = 1$ and NCODA analysis ice concentration is less than 70%, NCODA analysis ice concentration is made to be 70%. If $\text{IMS} = 1$ and the NCODA analysis ice concentration is greater or equal to 70%, the NCODA analysis ice concentration value is not changed. The threshold of 70% was chosen as the midpoint of the range of valid IMS ice concentration values (40%–100%) [Posey et al., 2015]. This blending algorithm in (1) was created in conjunction with the NSIDC [Fetterer et al., 2015]. The difference is that Fetterer et al. [2015] apply (1) to AMSR2 ice concentration, whereas in ACNFS equation (1) is applied to the NCODA analysis ice concentration. The blending method of IMS and NCODA analysis ice concentration was first introduced to ACNFS 2 February 2015. This date is noted in the forecast assessments to investigate the effect of IMS on ACNFS forecasts.

2.5.2. Assimilating Sea Ice Concentration

Once the sea ice analysis field is created (blended with AMSR2 and IMS after February 2015), it is assimilated into ACNFS using the following algorithm:

1. If model $<\text{NCODA analysis}$
   a. Use NCODA analysis for model $< 15\%$.
   b. Linearly blend model and NCODA analysis where $(15\% < \text{model} < 30\%)$.
   c. Use model where model $> 30\%$
2. If model $\geq \text{NCODA analysis}$
   a. If NCODA $< 1\%$, remove all ice.
   b. Otherwise:
      i. Use NCODA analysis where NCODA analysis $< 25\%$
      ii. Linearly blend model and NCODA analysis where $(25\% < \text{NCODA} < 50\%)$
      iii. Use model where NCODA analysis $> 50\%$

This assimilation method varies depending if the initial model ice concentration is less than or greater than the NCODA ice concentration. The algorithm is designed to assimilate near the ice edge, the area of most interest for U.S. Navy and other maritime operations. The main reasons for choosing this algorithm are two-fold: first, it has been determined that sea ice obtained from SSMI/S using the Navy Cal-Val algorithm overestimates ice concentration in the central Arctic [Hollinger, 1991]; second, passive microwave sensors such as SSMI/S and AMSR2 tend to underestimate ice concentration in regions of thin ice or where meltponds exist on the sea ice surface [Meier et al., 2015]. The result is a weighted average of the NCODA sea ice analysis field and the modeled initial conditions. As seen in the algorithm, the threshold where ice is assimilated varies depending on whether the sea ice analysis field is greater or less than the model initial condition. In case 1 of the algorithm, the model ice concentration is less than NCODA, and thus ice needs to be added to the model. We only add ice in the vicinity of the modeled ice edge, where the model ice concentration is less than 30%. Where the model is less than 15%, NCODA is directly inserted into the model. Where the model is between 15% and 30%, a linear weighting is applied that puts more weight on the model value the closer it is to 30%. Above 30% the model value is retained. In case 2 of the algorithm, the modeled ice concentration is greater than NCODA, thus ice needs to be removed. Where the NCODA ice concentration
is less than 25%, it is directly inserted into the model. Where NCODA is between 25% and 50%, a linear weighting is applied between the model and NCODA with more weight on the model as the NCODA value increases. Where NCODA is greater than 50% the model value is retained. In addition to the change in ice concentration, the modeled sea surface temperature is adjusted to be slightly above or below the freezing point, based on the addition or removal of ice, to prevent the model from immediately melting or forming sea ice based on sea surface temperature.

In regard to assimilating NCODA blended with IMS, we note that after blending the minimum NCODA ice concentration value (other than zero) is 70%. In the instance where the model ice concentration is less than 15% and IMS (NCODA = 70% ice), a value of 70% is inserted into the model. Nearby there may be a model value of 30%, where the NCODA value is not assimilated and the 30% is retained. This could lead to regions with sharp gradients between 70% and 30%. In practice, this situation occurs rarely, as the region where ice changes from 15% to 30% is usually very narrow. Also, since this method is focused near the ice edge where the change is greatest, daily assimilation updates in the ice edge minimizes the long-term impact.

2.6. Model Setup

ACNFS has a horizontal resolution of 3.5–4.0 km in the polar latitudes north of 70°N (Figure 1). South of 70°N, the horizontal resolution gradually increases to 7.5 km at 40°N. At the open boundary at 40°N, in the Atlantic and Pacific Oceans, Neumann (reflective) boundary conditions are applied in CICE, while in HYCOM the boundary conditions are obtained from a real-time 1/12° global HYCOM/NCODA forecast system with an embedded thermodynamic sea ice model in place of CICE [Metzger et al., 2008]. Neumann boundaries are used in CICE since 40°N is adequately far away from any sea ice covered region. HYCOM model bathymetry is based on the NRL 2 min Digital Bathymetric Database (DBDB2, http://www7320.nrlssc.navy.mil/DBDB2_www/).

Figure 2 contains a flowchart of how ACNFS is run each forecast period. For each 7 day forecast period, a 3 day hindcast is performed where ACNFS is first started 3 days prior to the current date. During this 3 day hindcast is when observational data are assimilated into the system. The reason for this is two-fold: (1) to assimilate data that may only be available 2 or 3 days after the observation time, and (2) to minimize the shock of replacing data in the model by starting back in time and gradually running to the assimilated value. After this 3 day hindcast, data are no longer available for assimilation, and a 7 day forecast is run. Note that the hindcasts are started at 18Z, while the forecasts are generated at 00Z. Thus, the first output from an 18Z start time is at 00Z the next day, making it a 6 h forecast. For the remainder of this paper forecast times will be referred to by hour (6 h, 30 h, etc.) instead of day (1 day, 2 days, etc.).

3. Forecast Assessments

3.1. Ice Concentration Forecast Skill

In assessing the ice concentration forecast skill of ACNFS, a skill score using the mean square error is computed based on the analysis of Murphy and Epstein [1989] and Van Woert et al. [2004]. Following the notation of Van Woert et al. [2004], skill score is generically defined as:
where $k_f$, $k_p$, $k_R$ are the accuracy of the forecast, the accuracy of a “perfect” forecast, and the accuracy of a reference forecast, respectively. Accuracy is defined in terms of the mean-square error (MSE) [Murphy and Epstein, 1989], defined here as:

$$\text{MSE}(a, b) = \frac{1}{N} \sum_{i=1}^{N} (a_i - b_i)^2$$

where $a_i$, $b_i$ are values at location $i$, and $N$ is the number of locations examined. (Selection of the $i$ locations is described below.) Substitution of (3) into (2), and noting that MSE of a perfect forecast is zero (since $a=b$), yields:

$$SS = 1 - \frac{\text{MSE}(f, O)}{\text{MSE}(R, O)}$$

where $f$ is the model forecast, $O$ is an observed ice concentration, and $R$ is a reference ice concentration used for comparison with the forecast. In (4), when the forecast MSE is less than the reference MSE, $SS$ is positive and approaches 1. In contrast, if the forecast MSE is equal to or greater than the reference MSE, $SS$ is zero or negative. Thus, $SS > 0$ indicates “skill” or improvement compared to reference field, whereas $SS \leq 0$ indicates no skill. In this paper two reference states are examined: climatology and persistence.

It is important to note that in (4), the observed field, $O$, in this study is the assimilated analysis field after the application of the assimilation algorithm described in section 2.5.2, and not the raw satellite ice concentration nor the raw NCODA analysis field. The reason for the use of the assimilated ice concentration for $O$ is that the assimilation technique is designed to be our best estimate of the “true” ice coverage, particularly near the ice edge, given known biases in satellite ice concentration observations. Also, since the NCODA analysis field is modified by the weighting technique, the model never starts with an ice concentration that is the same as the observation field. Thus, using the raw observation would not be consistent with how the model is run.

The skill score relative to climatology is a measure of the skill of the model ice concentration forecast compared to assuming a climatological value. From (4), the climatology skill score is defined as

$$SS_c(n) = 1 - \frac{\text{MSE}(f_n, A_n)}{\text{MSE}(C_n, A_n)}$$

where $n$ is the model forecast hour $n=(6, 30, 54, 78, 102, 126)$, $f_n$ is the corresponding ice concentration forecast field, $C_n$ is the ice concentration from the ECMWF ice concentration climatology, and $A_n$ is the assimilated ice concentration obtained as in section 2.5.2. In (5), $O$ is replaced by $A_n$ seen in (4) to note the use of the assimilated ice concentration.

The skill score relative to persistence is a measure of model forecast ice concentration compared to assuming the conditions at the initial time will persist throughout the forecast period (i.e., conditions will stay the same). Here the skill score for persistence is defined as

$$SS_p(n) = 1 - \frac{\text{MSE}(f_n, A_n)}{\text{MSE}(A_0, A_n)}$$

where $A_0$ is the initial assimilated ice concentration (section 2.5.2) at the start of the forecast, and the other terms are as previously defined above.

In selecting the locations of interest, $i$, in (3), we are interested in the skill of ACNFS where the ice concentration changes. In this study, the locations were determined by identifying where the assimilated ice concentration changes by $\pm 5\%$ or more over 5 days. This is similar to the selection of points performed in Lemieux et al. [2015], and is simply the magnitude of the difference between the assimilated ice concentration at the start of the forecast and the assimilated ice concentration from the run started 5 days later. This method captures both ice formation and melt. Sample locations are shown in Figure 3 for March 2014 and September 2014, where it is seen that the points are located along the ice edge and marginal ice zone. It is important to note that the assimilation scheme described in section 2.5.2 only assimilates ice concentration...
Figure 3. Areas where the assimilated ice concentration changes by more than ±5% for (top) 10–15 March 2014 and (bottom) 10–15 September 2014.
where the model ice concentration is less than 50%. Thus, in both plots of Figure 3, there are no locations of interest in the central ice pack since there was no assimilation of sea ice. In addition to limiting the number of points to those that change over the forecast, another advantage of this method is that the number of points used for each forecast on a particular day is the same (the number of points changes from day to day, however). Also, as noted in Lemieux et al. [2015], the CICE model is run at very high spatial resolution and produces linear kinematic features (LKFs) that are not seen in the lower resolution satellite observations. If the raw satellite data were to be used to locate points of interest, changes in the modeled LKFs would be missed. Thus, using the assimilated data to locate model points of change is more appropriate than the raw satellite observations. Since the points are based solely on the change in analysis field, without any consideration of the change in forecast field, points where the forecast changes by 6% or more are not taken into account. As a result, our analysis does not take into account "false alarms" when the model forms ice where no ice forms in the analysis fields [Van Woert et al., 2004]. Daily skill scores were computed for the time period February 2014 to June 2015. The number of data points (not shown) varied from approximately 85,000 in the middle of September, during the minimum ice extent, to near 300,000 in May, when there is maximum ice area available to melt.

Figure 4 contains plots of the monthly mean $SS_p$ and $SS_c$ from the daily skill scores. In each plot there are two horizontal dashed lines at 0 and 0.36. Values above zero indicate model skill compared to the reference field, while values above 0.36 are considered to be particularly skilful [Van Woert et al., 2004]. The value 0.36 is chosen as corresponding to the selection of 0.6 correlation coefficient value as skilful in Hollingsworth et al. [1980]. In Figure 4a, $SS_p$ is shown to always be above zero, indicating skill compared to assuming a persistent ice state. Also, all forecasts except the 6 h forecast are above 0.36, indicating good skill compared to persistence. The $SS_p$ value below 0.36 for the 6 h forecast (prior to assimilation of AMSR2+IMS) is attributed to the relatively slow evolution of the ice concentration field, which typically does not change significantly in a 6 h period.

$SS_c$ is also seen to be above zero in Figure 4b, with the exception of the 126 h forecast between September 2014 and January 2015. As one would expect, the longer the forecast the lower the skill score compared to climatology, as errors associated with the forecast increase. An interesting feature of this plot is that, based on this short 16 month analysis, $SS_c$ tends to be cyclic, with higher scores in the summer months (July–September) up to the summer minimum ice extent and lower scores during the winter freeze up period of

Figure 4. Skill scores relative to (a) persistence and (b) climatology. Scores above 0.0 show skill, scores above 0.36 are considered particularly skilful. The vertical dashed line is when ACNFS started assimilating ice concentration masked by IMS.
October–January. The higher $SS_c$ values in the summer suggest ACNFS does a good job at capturing ice melt, while degradation in $SS_c$ during the freeze up period suggests that ACNFS may not form ice as fast as actually occurs in the Arctic.

In (5), the low $SS_c$ in the winter can be attributed to either an increase in the forecast error or a decrease in the climatology error. Figure 5a depicts the bias between the climatological ice concentration and the assimilated value for that date, $(C_n - A_n)$, while Figure 5b is a plot of the bias between the model forecast and the assimilated value for that date, $(f_n - A_n)$. Here biases are examined instead of MSE to investigate the sign of the differences, since MSE in (3) is by definition a positive number. In Figure 5a, from May to January, the climatological bias is positive, indicating the climatology overestimates the ice concentration. This is in agreement with the observed decline in September sea ice minimum compared to climatology. It is interesting to note that in the melt period, May–September, the climatology bias increases with each forecast time. The increase in bias with forecast time occurs since, during the summer months, the ice is melting faster than seen in climatology. The converse is seen as the freeze season starts in October–January; the climatological bias decreases with forecast time as the ice grows and becomes closer to the climatology concentration. In contrast, the forecast bias (Figure 5b) during the winter freeze months of September–December is negative, indicating the model has less ice than the reference observation. The forecast bias becomes more negative with forecast time, indicating the model does not freeze ice as fast as observed. This, along with the reduction in climatology bias at each forecast time during the winter months, explains the degradation in $SS_c$ during this time. Several possibilities exist to explain the large negative bias in forecast bias, ranging from perhaps too much incoming atmospheric radiation to warmer ocean temperatures to sea ice parameterizations. These will be the topic of a future study. We remind the reader that these biases are computed over the points where ice changes by $\pm 5\%$ over a 5 day period, and not the entire Arctic.

The assimilation of ice concentration with the blended AMSR2+IMS products was initiated in ACNFS on 2 February 2015. This date is marked as a vertical dashed line in Figures 4 and 5. The skill score versus persistence $(SS_p)$ increased significantly for the 6 h forecasts, while $SS_p$ remained virtually unchanged for the 30 h forecasts and dropped slightly for forecasts past 54 h. Since skill scores are a ratio of MSE’s, the drop in the skill scores after 54 h forecast is caused here by a greater reduction in the persistence MSE compared to the
reduction in the forecast MSE (not shown). It is noted that the results with IMS are preliminary, as we have only been assimilating with the blended AMSR2+IMS for 4 months at the time of this writing. A longer-term study is needed to make more definitive conclusions regarding the impact of IMS assimilation.

3.2. Ice Edge Location

The NIC Ice Edge product is a product intended for navigational purposes to help vessels avoid nearly all ice hazards, and is created independently of the IMS product [Helfrich et al., 2007; Posey et al., 2015]. The NIC Ice Edge product is a series of latitude/longitude points defined where the ice concentration “varies between 0 and 1/10th” (S. Helfrich, NIC, personal communication 2014), and is a more conservative definition of ice edge compared to IMS ice extent. The NIC Ice Edge product locations are determined by an analyst and typically utilizes different data sources, including satellite and in-situ observations, to determine the ice edge location compared to IMS. Figure 6 contains a representative plot of the difference between IMS and the NIC Ice Edge product. Figure 6 shows the difference between IMS and NIC Ice Edge locations on 25 August 2015. The colored area is 10 km gridded ice concentration (%) from AMSR2. The black line is the IMS mask, and the purple dots are the NIC Ice Edge. The right plots contain the same data as the left, but are zoomed in to the Beaufort/Chukchi Seas and the Fram Strait. The more conservative NIC Ice Edge location is almost always further south compared to IMS.

Figure 6. Difference between IMS and NIC Ice Edge Locations on 25 August 2015. The colored area is 10 km gridded ice concentration (%) from AMSR2. The black line is the IMS mask, and the purple dots are the NIC Ice Edge. The right plots contain the same data as the left, but are zoomed in to the Beaufort/Chukchi Seas and the Fram Strait. The more conservative NIC Ice Edge location is almost always further south compared to IMS.
the distance between the NIC Ice Edge product locations and the ice edge location derived from ACNFS. (See Posey et al. [2015] for a more detailed discussion of the differences between the NIC Ice Edge product and IMS ice extent.)

In this study the ACNFS ice edge is defined as those points that exceed a specified threshold value for ice concentration that also have a neighboring point that falls below this threshold value. The midpoint of the NIC Ice Edge product ice concentration definition, 5%, is used as the ACNFS ice concentration threshold. Thus, any model grid cell with ice concentration greater than 5% that also has an adjacent cell with ice concentration less than 5% is identified as the model ice edge. After determining the ACNFS ice edge, the next step is to identify the ACNFS model grid point that contains the NIC Ice Edge product location. The closest ACNFS ice edge point to the NIC Ice Edge product location is found, and the distance between the two points is then computed using the Haversine formula.

\[
D_e = 2r \arcsin \left( \sqrt{\sin^2 \left( \frac{\phi_1 - \phi_0}{2} \right) + \cos(\phi_0) \cos(\phi_1) \sin^2 \left( \frac{\theta_1 - \theta_0}{2} \right)} \right)
\]

(7)

Here \( r \) is the radius of curvature of the Earth, \( \phi \) and \( \theta \) are latitude and longitude (respectively) in radians, and the subscripts 0, 1 indicate either ACNFS ice edge or NIC Ice Edge, respectively. Assuming the Earth to be an ellipsoid, the radius of curvature is dependent on latitude and computed as in Snyder [1987, equations (4)-(18)]:

\[
r = \frac{a(1-e^2)}{1-e^2 \sin^2(\phi)}
\]

(8)

where \( a = 6378137.0 \text{m} \) is the semi-major axis length of the Earth, \( e = 8.181919 \times 10^{-2} \) is the Earth’s eccentricity obtained from WGS84 standard [NIMA, 2000], and \( \phi \) is the average latitude between the two ice edge points. The value of \( D_e \) in (7) is an absolute value of the distance between NIC Ice Edge product location and ACNFS ice edge is used for analysis. Thus, there is no signed value to indicate if the ACNFS ice edge extent is more or less than the NIC Ice Edge product location. Since there may be a spatial dependence on the ice edge difference, daily mean ice edge distances for seven regional seas are computed: Central Arctic, Greenland-Iceland-Norwegian (GIN) Seas, Barents Sea, Laptev Sea, Sea of Okhotsk, Chukchi Sea, and the Canadian Archipelago (Figure 7a).

The ice edge error results for the entire time of this study, February 2014 to June 2015, are shown in Figure 7b. The forecast ice edge distance error is shown in solid lines, while the ice edge distance error from persistence is shown in the dashed lines. Here it is seen that persistence has similar or lower ice edge errors compared to the forecasts. The lower error by assuming persistence indicates the modeled ice edge in ACNFS evolves more rapidly than in the Arctic, and the modeled error is greater than assuming a persistent ice state (this changes with the assimilation of IMS, discussed below). Overall, the ice edge errors range from near 30 km at 6 h forecast to over 80 km for 126 h forecast. As expected, the ice edge distance increases as forecast time increases. Depending on the region, the forecast edge error increases by 10 km (Barents Sea) to 20 km (Canadian Archipelago) over the forecast period. The Canadian Archipelago, with the presence of many small straits and landmasses, is the most challenging of regions to model, and thus it is expected this region will have the highest ice edge error.

To look at the effect of assimilating the blended AMSR2+IMS on the ice edge error, Figure 7c is a plot of ice edge error for the months February–June 2014, before ACNFS started to assimilate the blended product, while Figure 7d is a plot of ice edge error for the same months when ACNFS assimilated the blended AMSR2+IMS product, February–June 2015, for comparison. In Figure 7d, the influence of assimilating the blended AMSR2+IMS can be seen, the forecast ice edge is closer to the NIC Ice Edge and errors using AMSR2+IMS are lower than persistence for all regions except the Canadian Archipelago 102 h and 126 h forecasts. It is interesting that in Figure 7d, the forecast ice edge error (solid lines) decreases through the first 54 h. This decrease can be explained by noting that the months of the study with AMSR2+IMS (February–June), the ice is retreating. Since the IMS is not as conservative in identifying the ice edge as the NIC Ice Edge (Figure 6), the ACNFS initial extent using AMSR2+IMS is less than the NIC Ice Edge. As time evolves, the daily NIC Ice Edge location would be retreating faster than the model, causing the ice edge comparison to improve with time. Although this pattern is encouraging, it is also noted that in some regions the initial magnitude of the error increased by 5–10 km compared to not assimilating AMSR2+IMS, including the GIN...
Seas and Barents Sea (although the initial error value increased, the actual change in error over the 126 h forecast was roughly the same for each region). This increase in ice edge error is on the order of 2–5 ACNFS grid points and could be a result of inter-year model variability or NIC Ice Edge location variability (recall the NIC Ice Edge is generated via human analyst, and analysis by person can vary) [Posey et al., 2015].

### 3.3. Ice Drift

In addition to forecasting the ice edge location, it is of interest to forecast ice motion. This is important for predicting where the ice is heading, and is particularly useful for navigation planning purposes. Here we compare the ACNFS ice velocity and separation distance to data obtained from the International Arctic Buoy Programme (IABP). IABP is a network of drifting buoys in the Arctic Ocean to provide meteorological and oceanographic data for real-time operational requirements and research purposes; data are made available to the public at [http://iabp.apl.washington.edu](http://iabp.apl.washington.edu). For the time period of this study, 377 buoys were used. Two quantities are investigated: (1) ice drift speed and (2) separation distance error. For each quantity the forecast differences are compared to values obtained if persistence was assumed. Each is described further below.

#### 3.3.1. Drift speed

The IABP speed is determined by the distance the buoy traveled over 24 h. The distance the buoy traveled, $D_b$, is obtained via the Haversine formula defined in (7), but with a slight modification of the latitude and longitude subscripts:

$$D_b = 2 \times R \times \arcsin \left( \sin \left( \frac{\phi_1 - \phi_2}{2} \right) \right)$$

where $R$ is the radius of the Earth, and $\phi_1$ and $\phi_2$ are the latitudes of the initial and final positions, respectively.
Here the subscripts 0, 24 indicate the buoy starting position time and position time 24 h later, respectively, and all other terms are defined as in (7) and (8). The speed of the buoy in meters/second is then \( \frac{D_b}{86400} \) divided by 86,400 seconds per day:

\[
S_b = \frac{D_b}{86400} \tag{10}
\]

Here we note that \( S_b \) is a mean speed over 24 h. In contrast, the velocity fields written by ACNFS are instantaneous, and not a daily average. In order to define a modeled speed that is similar to a daily mean, an average of the modeled output velocity fields, \( u \) and \( v \), at the start of the analysis time and that 24 h later was computed:

\[
S_m = \sqrt{\bar{u}^2 + \bar{v}^2} \tag{11}
\]

Here the overbar represents the average of the current velocity and the velocity 24 h later. It is important to note that, due to the fact that ice velocity is highly dependent on the atmospheric stress applied, and that stress is provide from NAVGEM every 3 h, there is an error associated with computing the average only from instantaneous outputs 24 h apart.

In order to compare the modeled and IABP speeds, the first step is to obtain the model grid cell containing the buoy location at the particular model output date. The difference between the model forecast ice speed
and buoy ice speed, $D_f = S_{f_m}^m - S_{f_p}^m$, is then computed for each forecast time (here $f$ is the forecast hour). In addition, the speed difference is computed by assuming a persistent ice state from the forecast initialization, $D_p = S_{f_m}^m - S_{f_p}^m$, where the superscript “0” indicates the forecast initialization. Figure 8 contains the monthly mean $D_f$ (red line) and $D_p$ (blue line) for each forecast time. For all the forecast times the model is slower than the buoys in the summer and autumn months (June–October), with a max velocity difference around $22$ cm/s in August. In contrast, the winter and spring months (November–May) the model is faster than the buoys, except for April past 54 h. It is also interesting to note that during summer and autumn, persistence performs better than the forecast for forecast times at and beyond 54 h, while for the winter and spring months the opposite is generally the case. Since ice drift is largely driven by wind and ocean stresses, these results suggest that there may be seasonality biases in the wind forcing or air-ice/ocean-ice drag coefficients. This will be the topic of a future study.

### 3.3.2. Drifter separation

The drifter separation difference is the distance between the actual drifter position and the projected position using the ACNFS velocity field for each forecast period. Since the distance traveled is dependent on the length of forecast time, a comparison with equal spaced times is desired. Also, since the IABP buoy locations are reported twice per day at 00Z and 12Z, it is convenient to start the analysis with the 6 h forecast instead of the initial velocity field. This avoids the need to interpolate the IABP position to the model restart time (18Z). Therefore, the drifter location comparisons were started with the 6 h forecast and made with every subsequent 24 h forecast. This was accomplished by first identifying the location of the buoy at the 6 h forecast time. The ACNFS forecast velocity at this location was obtained by making a triangular interpolant of the velocity field.
the ACNFS grid, then applying a “natural neighbor” interpolation scheme [Ledoux and Gold, 2005]. The projected position of the virtual buoy is then “forecast” using the ACNFS velocity at this time for the next 24 h, and the distance between this forecast location and the actual buoy location is computed. The process is repeated for the next 24 h period, using the velocity from the forecast position (i.e., not the actual buoy location) to update the forecast buoy position. Note that as defined in (11), the forecast velocity applied at each period is an average of the current velocity and the velocity 24 h later, not the instantaneous velocity field. In addition to the forecast distance, the position difference was computed by assuming a persistent velocity using the 6 h forecast field for the entire 126 h forecast period.

Figure 9 contains the monthly averaged distances between observed and forecast buoy location. For the 6 h forecast, the buoy distance is about 6 km for both persistence and forecast velocities (recall that the 6 h forecast is the reference time, thus the results are the same for both forecast and persistence). As forecast time increases, the distance between modeled and actual buoy location increases. The forecast error is lower than when assuming persistence, reaching an average of 30 km by the 126 h forecast compared to an average distance error of 45 km by assuming persistence. This is in contrast to the ice velocity differences shown in Figure 8, where persistence out-performed forecast velocity, especially in the summer months. Even though the model was slower than persistence, the better performance by the forecast in the drifter distance analysis is due to the inclusion of the direction of the ice drift in each forecast. Since the forecast drift adapts with time compared to persistence, the modeled forecast location is closer to the actual buoy location than assuming a persistent ice state. Similar to the speed difference above, the largest distance error seems to be in the summer and autumn months. Factors that influence the forecast separation are the atmospheric forcing and drag coefficients, as well as potential biases in ice seasonal ice thickness and ice strength that could lead to bias in drift speed [Zhang et al., 2012], and will be examined with a longer-term study.

4. Summary

Forecast skill can broadly be thought of as any improvement the model provides relative to assuming some baseline condition. Two baseline conditions are considered in this study: persistence (assuming conditions do not change over the forecast time), and climatology (historical averages). In determining ACNFS forecast skill, we are interested mainly in the marginal ice zone where the ice concentration changes the fastest with time. Therefore, forecast skill was computed only where the assimilated ice concentration changed by more than \( \pm 5\% \) over a 5 day period. This captures areas of ice growth and melt, and is limited mostly to the marginal ice zone (Figure 3). Starting in February 2015, ACNFS began to assimilate a blended AMSR2 + IMS product. The effect on skill scores with this new data set is also examined.

Overall, ACNFS demonstrates a high level of skill compared to persistence, with \( S_{SP} \) values above zero for the entire time of this study (Figure 4a). Only the 6 h \( S_{SP} \) is below 0.36. Over a 6 h period the ice conditions are not expected to change much, thus the skill at 6 h compared to persistence is expected to be lower. One would expect \( S_{SP} \) to increase as the forecast time increases, but that is not the case here; at the 30 h forecast point and beyond \( S_{SP} \) hovers around 0.4 – 0.5. While this still indicates the forecasts are better than assuming a persistent ice state, further investigation as to why the \( S_{SP} \) does not increase past 30 h is needed. The inclusion of IMS to the assimilated NCODA ice concentration improved the 6 h \( S_{SP} \) to about 0.4, making it “particularly skilful.” Unfortunately, the inclusion of IMS seemed to have little effect on the other forecast times. Since this was only performed for a 4 month period, a longer study is needed to evaluate any potential biases throughout the year.

The skill score compared to climatology, \( S_{SC} \), behaves as one would expect, with \( S_{SC} \) the highest for the 6 h forecast and decreases with forecast time (Figure 4b). \( S_{SC} \) is positive for all forecast times except for the winter months of the 126 h forecast, and thus performs better than assuming a climatological ice concentration. \( S_{SC} \) can be affected by inter-annual variation in sea ice cover. If the sea ice concentration of a particular year happens to be close to climatology, then \( S_{SC} \) will be lower, since \( MSE(C, A_0) \) in (5) will decrease. Conversely, \( S_{SC} \) will increase if the ice concentration departs greatly from climatology. In order to examine the dip in \( S_{SC} \) from October to January, the climatology and forecast biases are examined (Figure 5). In Figure 5a, the climatology is shown to be biased higher than the assimilated ice concentration during May–January, as one would expect given the increased rate of summer sea ice extent decline. The climatology bias decreases with forecast time from October to January (Figure 5a), as the model starts to form more ice...
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and become close to the climatological value. The bias in forecast ice concentration increases with forecast time (Figure 5b) during the same time, indicating that model does not form ice as quickly as observed. Several possibilities exist to explain the large negative bias in forecast bias, ranging from perhaps too much incoming atmospheric radiation to warmer ocean temperatures to sea ice parameterizations. Since the skill score is the ratio of the MSE of these terms, the combination of these facts is causing the skill score to degrade during this time for the longer forecasts. Also, by defining the points of interest to be where the assimilated ice concentration differs by greater than $\pm 5\%$ over a 5 day period, the comparison is limited to near the ice edge and does not indicate model skill compared to climatology for the full Arctic.

Regarding $SS_c$, the sea ice climatology used in this analysis was created from ECMWF data for the years 1979–1996. As noted in the introduction, the past few decades have seen a greater reduction in September mean ice extent compared to earlier decades. While the use of this climatology was consistently used to quality control the ice observations, it is possible that using a more recent climatology from either ECMWF or the National Centers for Environmental Prediction (NCEP) could have an impact on $SS_c$.

The location of the sea ice edge is important for operational planning of science and maritime activity. In this study the forecast ACNFS ice edge (defined as 5% ice concentration) is compared to the independently obtained NIC Ice Edge product locations. The analysis was divided into 7 regions (Figure 7a). ACNFS performed best in the Barents Sea region, with ice edge error ranging from 30 km at 6 h forecast to 40 km at 126 h forecast, and worst in the Canadian Archipelago, with ice edge errors ranging from 60 km at 6 h forecast to 80 km at 126 h forecast. With many small openings and landmasses in the Canadian Archipelago, this region is perhaps the most difficult to model. In order to examine the effect of assimilating IMS, Figures 7c and 7d contain plots of the ice edge error for the same length of time (February–June) before and after assimilating AMSR2 + IMS. Here it is seen that the inclusion of AMSR2 + IMS reduced the ice edge error compared to the non-IMS period. In Figure 7d the error is also seen to decrease with time up to the 54 h forecast. This is a consequence of the IMS field not defined as conservative as the NIC Ice Edge locations (Figure 6). During this spring ice retreat, as forecast time lengthens the NIC Ice Edge locations will move closer to the IMS location, causing the ice edge error stats to improve.

In addition to ice concentration, ice speed and buoy separation distance were compared to data reported from IABP buoys. Overall, the ice velocity in ACNFS was slower than IABP buoys in the summer months of June–October (Figure 8). During this time, assuming a persistent ice speed performed better by as much as 1.5 cm/s for the September 126 h forecast. In contrast, the modeled velocity was greater than observed for June–October (Figure 8). During this spring ice retreat, as forecast time lengthens the NIC Ice Edge locations will move closer to the IMS location, causing the ice edge error stats to improve.
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