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1 Introduction

This report documents progress in the implementation of two new types of source functions in
the WAVEWATCH 1II® model. The WAVEWATCH model was originally developed at Delft
University (Tolman 1991). In its current form, it is referred to as WAVEWATCH (wWw3”),
developed at NOAA’s NCEP (Tolman et al. 2002). At time of writing, the last public release of
WW3 was WW3 version 3.14 (Tolman 2009), and WW3 version 4 is under active development
via a Subversion (svn) software versioning and revision control system administered by NCEP.

The governing equation of WW3 and most other “third generation” or “3G” wave models is the
action balance equation. Simplified here from the WW3 form for purposes of presentation, the
action balance equation is:

ON dCN OCN 9C N OC,N _S 1)
—+ + + + =—
ot 0X oy lilo 00 o

The prognostic variable is the wave action densifyefjual to energy density divided by angular
relative frequencyN = E /o), and is a function of space and time, N £xM\y, 0, o,t). Relative
frequencyo is the wave frequency measured from a frame of reference moving with a current, if
a current exists is wave direction; s the wave action propagation spee@yy, 6, o, t)

space. In absence of currentgi€the xcomponent of the group veloci€. The right hand side

of the governing equation is the total of source/sink terms expressed as rate of change of wave
action density, wher& = S(x,y, 0, g,t) is most generally represented by three terms;,,=S

Sn + S4s: input by wind, nonlinear interactions, and dissipation, respectively.

Sea ce and mud affect the length and dissipation rate of wind-generated ocean waves. The ice-
modified (or mud-modified) wavenumber can be expressed as a complex numberkik; k

with the real part krepresenting impact of the sea ice/mud on the physical wavelength and
propagation speeds, producing something analogous to shoaling and refraction by bathymetry,
whereas the imaginary part of the complex wavenumbeis an exponential decay coefficient
k;(x,y,t,0) (depending on location, time and frequency, respectively), representing wave
attenuation, and can be introduced in a wave model such as WW3/&s=s —2C k; , where

Sice 1S One of several dissipation mechanisms, along with whitecapping, for exampte, S

Swe + Sice + Smua + -+ On the right-hand side of the governing equation (see also Komen et al.
(1994, pg. 170)). Thk, modified by ice/mud would enter the model via @ealculations on

the left-hand side of the governing equation. Though the procedure is non-trivial with regard to
necessary code changes, especially with regard to i/o, the fundamentals are straightforward, e.g.
Rogers and Holland (2009 and subsequent unpublished work) modified a similar model, SWAN
(Booij et al. 1999) to include the effects of a viscous mud layer using the same approach

(k = k, + ik;) previously. The waveaud interaction theory implemented by Rogers and

Holland (2009) was derived by Ng (2000) for a viscous mud layer under a (very weakly) viscous
water layer. This “two layer” approach is taken in some solutions for veaveteraction theory,

e.g. Keller (1998), though he assumes that the water layer is inviscid, and of course the second
layer is above rather than below the water layer.

Manuscript approved March 6, 2013.



In this report, we describe the implementation of new routines to represefieth®kice and
mud on waves in the WAVEWATCH Ill model. Both implementations utilize the concept of
complex wavenumbeét = k, + ik;. However, only the imaginary component is addressed in
WWa3 in this report (thus it is more limited than what was done for mud in the SWAN model)
Modification of the real part has, at time of writing, not been addressed yet in WWO\g8h this

is part of our plans.

General code modifications are described in Section 2. Rather than provide furkigeobagd
information for the two source terms here, we introduce them in their respectiemseSection
3 deals with the effect of ice on waves. Section 4 deals with the effect of mud an wave
Suggestions for further work are discussed in Section 5.

2 WWa3 code: input methods

With regard to model coding, the most challenging task associated withdjast@o far has
been not in the source term routines themselves, but rather in the code assodiates wit
processing of user input. The latter is necessary since the new source gelinesn@wv variables
to be input by the user. In the case of mud, we introduce new variables: mud thickness, mud
viscosity, and mud density. In the case of ice, we allow up to five new paraméess.can be
referred to generically 8§.¢ 1, Cice 2, -+, Cice 5. IN the code(;,. ; is referred to as “ICECOEF1”
(a local scalar parameter in the source function routine) or “ICEP1” @r2p shared to the
source function routine via a module which describes the spatial variation of threefearan

the computational grid). Our intent here is to allow the meaning of the ice parancevary
depending on which;,., routine is selected. For example, in an implemesjgdoutine
(described below, referred to as the “Liu routin€?), ; represents the ice thickness (in meters)
andC;.., represents the eddy viscosity in the turbulent boundary layer beneath the ice.

Some remarks about this strategy:

1) External variables already available, like currents, water deptial, Wgie concentration
can also be used (though probably only ice concentration is usefiyl foand donot
count against the maximum total of 5 parameters.

2) External variables not already available, like water temperatureitgaice thickness,
effective viscosity, could be used bwuld count against the maximum total of 5
parameters.

3) If a developer feels that the five ice parameters and three mud pasaaretarsufficient,
these numbers can be increased, but unfortunately, this is not easy to code. We point out
that since these are rather specific and specialized physics routineqrttebly will
not be many situations in which ice and mud are used in the same simulation. A
developer can potentially exploit this by using mud “parameter space’efasg;.. s,

Cice,7a Cice,8-
4) Ideas for potential use of the ice parameters are discussed in Section 5.

The new parameters are read in using the same methods that already exist fecadar
parameters, such as ice concentration and water level. The variables are tlgamy in time
and space. In case of spatially varying parameters, these are reathevwi&_prep program,



using instructions in thew3_prep.inp user-input file. Otherwise, the user can use the simpler
option of specifying them as homogeneous (but potentially time-varying) Yieldse

ww3_shel program, using instructions in tikv3_shel.inp user-input file. Though the latter
method is simpler, it is not expected to find much use other than for idealizecst=stdae
ww3_prep approach of WW3 supports a number of different methods of user input. For
example, the user can provide the ice parameters as ascii files on a non-\tfVdBdjri
ww3_prep will interpolate in time and space to the WW3 computational grid(s).

The WW3 code and test cases described in this report are kept on the NRL svn
repository, which was last synchronized with the trunk of the NCEP svn repositovisairre
21198 (Sep. 19 2012). The latest revision to the NRL svn repository at time of writing was 228.

3 Effect of ice on waves
The implementation of;.. is described in this section.

3.1 Background: wave modeling in the Arctic

The mutual interactions between ocean waves and sea ice coverglacial role for planning
safe operations in the Arctic Ocean. Therefore, wave anthtections should be among the
center-pieces of the operational wave forecasting system.earodsobjective of NRL and the
Office of Naval Research (ONR) is to study these inteyastin the marginal ice zone (MIZ) of
the Arctic Ocean, and develop techniques for modeling the effeebate on wave energy and
wavelength. A number of theories and models have been developed to ddbeibe
phenomenon, e.g. Keller (1998), Liu et al. (1991), Squire et al. (1995), Wadthaihng1986),
Wadhams et al. (1988), and Wang and Shen (2010). A brief review ofrtiegiseds is given in
the Appendix (Section 8).

The retreating ice cover implies an increase in fetch for generatiornvebwathe Arctic. This,
combined with more frequent incoming cyclones in the Arctic (Sepp and Jaagus 204ljynatur
leads to more severe wave conditions. The reduction of the permanent polar paakiropleds
that regions of the Arctic that could previously be ignored in operational nuineaica models
must now be considered. Fortunately, NRL has recently extended the capaltiéy of
WAVEWATCH Il (WW3, Tolman 1991, 2009) model so that it can be applied on irregular
grids (Rogers and Campbell 2009). An implementation of WW3 for the Arctic has been
successfully demonstrated in the beta queue at FNMOC (Fleet Numeriealrdtlegy and
Oceanography Center), on the same grid as used for the Arctic atmosphaeld GOAMPS,
Hodur 1997), with significantly better resolution (15-20 km)—and better forcing—thanfthat
the global wave model. Figure 1 and Figure 2 below shows examples of testisimswda this
grid. During FY11, NRL has extended WWa3 to allow use of two-way nesting “masgprbach
of Tolman (2008) with curvilinear grids. Realtime surface current and icectration values
are available from the 1/12° Arctic Cap Nowcast/Forecast System (ACN&&loped at NRL
(Posey et al. 2010). Further, within the next two years, funded by the EamS3stdiction
Capability (ESPC) program, NRL will begin transitioning to the Naval Oceapbgr Office
(NAVOCEANO) an Earth System Model Framework (ESMF)-based, coupled ooz

model on a global high resolution tripolar grid. Both wave model grid methods, the caunviline
two-way nested Arctic regional grid and the global tripolar (curviingad, address the
traditional problems associated with extending a regular global grid tddtigides, e.g. the



operational WW3 at FNMOC stops at 78° latitude. With all this in mind, we can $dsothaa
technical standpoint, the operational Navy is well-positioned for forecastimgsan the Arctic
over the next decade.

Figure 1. Propagation test with WAVEWATCH Ill model on curvilinear Arctid giSignificant
waveheight; in meters] No ice, winds, or boundary forcing are included, and the region above
89° is treated as land to avoid directional singularity. The initial condition (geographi
distribution) is a Gaussian spike in the wave field. The plotted condition is aftealdevers of
propagation.



Figure 2. Source term test with WAVEWATCH Il model with global and Argtid. The
curvilinear Arctic grid is shown here. [Significant waveheightin meters] Ice, winds, and
boundary forcing are included in this hindcast. This is the result at May 25 2009 123, Ifter
hour simulation (from cold start). In this simulation, two-way nesting i®op®dd, such that
wave spectra from this nest can propagate across the boundary into the globaantbdieke
versa.

Unfortunately, the situation with regard to the physics of wave models in the &ratiuch less
optimistic. The key physical process, wave attenuation by interaction willoésain the

Marginal Ice Zone (MIZ2), is treated within the propagation routine of the modélthé percent
transmission of wave energy through ice being a simple function of ice catmantihere is

no connection to any physical mechanism for wave attenuation; this artifiisisipation” is not
dependent on frequency and has a spurious dependence on grid aspect ratio (Section 3.2). This
simple, non-physical approach could nevertheless be justified on the grounds thtbagler
characterization of the ice is limited (ice concentration only) and furthethih@xisting

physical mechanisms available from the literature which might be imptechen the forecast

model are 1) too numerous and too varied to select from and 2) too poorly informed, e.g. what is
the value of a theoretical model which requires input parameters that are bfgptissistimate?
Compounding the problem is a very limited number of studies estimating attenuation from
observations, which would normally be used to calibrate and verify a numerical model.

As mentioned above, a specific NRL research objective is to develop techniques fongnodel
the effect of sea ice on waves. In the present effort, we utilize modelingtbati@se currently
used operationally—WWa3 in the case of the wave model—distinguishing our aim from more
detailed process-based modeling investigations, such as models of individual waves and ic
floes.



3.2 Background: existing methods vs. new methods of representing the
effect of ice on waves

The existing method of treating ice is described by Tolman (2003, 2009). Ice conaentrati
e(x,y,t) is specified by the user, in addition to two constant parameters which describes the
minimum concentration which affects the wawgs, and the concentration at which wave
energy is completely blocked, ,,. For example, the parameters might be set at= 0.25 and
€.»,=0.75. For ice concentrations betwegp ande, ,,, the wave energy is partially
blocked/transmitted based on linear interpolation between the two values: tinensghrency
in thex direction is calculated a&.(x,y,t) = (e, — €(x,¥,t))/(€cn — €c,0)- This method
necessitates grid-specific calibrations; this charactersspethaps best illustrated by
recognizing that adx — 0, the method will give infinite dissipation.

In the v3.14 public release of WW3 (Tolman 2009), the amount of blocking had an
unfortunate additional dependence on grid aspect ratio, but this was removed in the development
version (v4), by Dr. Ardhuin (Ifremer). A contemporary change was to add an optepldoe
this a,, calculation with a new onez,(x,y,t) = exp (—e(x,y, t)Ax) /L., whereL. (denoted
“FICEL” and “LICE” in the code) is a new user-specified constant paranegiparently a
dissipation length scale. It can be shown thatfdr andL, = 1/k; this method is a numerical
approximation of the analytical formula given by (5) below. This further imghigsthe method
is effectively similar to our first method described in Section 3.3.1, but usirapiearce
concentratiore(x, y, t) and the additional constant paramédiem place of the variable
parametek;(x, y, t). The original parametees , ande, ,, are not used by this new, optional
method. This method is not documented.

In any case, these existing methods represent the dissipation of wanesdtion with
sea ice using the LHS of (1) (propagation/blocking), and our objective here is tamsotzethe
RHS of (1) (dynamics).

Reflection by icebergs (distinct from sea ice) is added to the developersitn of the
code by Dr. F. Ardhuin. This new feature is documented in the development version of the
manual. This is added primarily to address the overprediction of significant vigivie{8/\H)
by global operational models near Antarctica.

3.3 WW3 code: method of including See

The methods of user-input has already been explained above. In this section, ibe tescr
methods of calculating;.. which we have implemented in WWa3. It is anticipated that additional
methods, e.g. Keller (1998), Wang and Shen (2010), will be implemented in the future.

In comparison to the Tolman (2003) method of representing the dissipation by ice as a
per-cell partial blocking mechanism on the LHS of equation (1), the new metlwulaattas a
source term on the RHS of equation (1). The new method has the advantage of removing the
proportional dependence of dissipation on resolutiom:As> 0, the old method would give
infinite dissipation, whereas the new method converges to a proper, continuous solution.

Technical detailsTo follow the WW3 convention, ead., method would have a
Fortran file associated with it. However, to simplify code during the dpaeat process, the
two S;.. methods are kept in the same Fortran file (w3siclmd.ftn) for now, and thelesé&s se
theS;.. method using a namelist variable. At a later stage, these will be expanded tipptemul
Fortran files (w3siclmd.ftn, w3sic2md.ftn w3sic3md.ftn, etc.) which are sdleeswitch”




file, following WW3 convention. Though the latter approach unfortunately tends to result in
substantial repeated/redundant code, it is highly beneficial when multiple gragbspdeource
term methods.

3.3.1 Method 1: dissipation rate constant in frequency space.

The first implemented method is for the user to spdgify, y, t) which is uniform in frequency
spacel;..1 = k;. In this case, the amount of information read in has not changed from the
Tolman (2003) method of using ice concentratiq, y, t).

332 Method 2: Liu et al. (1991)

This method is based on the papers by Liu and Mollo-Christensen (1988) and Liu et al. (1991);
these will be denoted as “LMC” and “LHV” here. This is a model for “viscownattion by a

sea ice cover”, derived on the assumption that dissipation is caused by turluléece

boundary layer between the ice floes and the water layer, with the ice modaledrasmuous

thin elastic plate. As mentioned above, input ice parameters are ice thifknassers) and an
“eddy viscosity in the turbulent boundary layer beneath theic&;,. ; represents the former
andC;.., represents the latter. Ice concentratiomotsan input to this routine; this is discussed
further below.

A description of the code follows:

1. General routinelf non-zeroC;, 1, the forward dispersion routine (item 2 below) is
called. This is used to calculatethe spatial exponential decay rate of eneryom
there,D = —2C,k;, and finallyS;.. = DN. Here,D represents the temporal decay rate,
D = S;../E. Recall from above thd; is group velocity$ is the source term (following
WAMDI (1988) convention)E is spectral energy density aNd= E /o is spectral action
density. The variabl® varies in frequency space but is constant in directional space. The
variableS;., varies in directional space via dependencd oRurther, recall thaf;,,.
parameters vary in geographic space and timeCgg.(x, y, t).

2. Forward dispersion relation routin€his is very much like a traditional dispersion
relation: given frequency, find wavenumbek. However, in this case, the wavenumber
is a complex number. The LHV dispersion relation cannot be solved directly, so Newton-
Raphson method is used here, calling the “reverse dispersion” routine (item 3 below),
which is directly solvable. Inputs to this routine are (all being local teingsjhickness,
eddy viscosity, water depth, afidOutput from this routine aré;., C;, a. The first two
can potentially be used later to feed back to model kinematics, to produce refiaction (
case ofk,) and shoaling (in case 6f) by ice. Onlya is relevant to thé;., calculation.

3. Reverse dispersion routin€his is a directly solvable calculation using the equations of
LHV. Inputs to this routine are: ice thickness, eddy viscosity, water dept@utputs
from this routine aref’, Cy, anda.

Equations
The reader is referred to LHV, equations on page 4606. The key equations are:

! Note:a is exponential decay rate of energy whijds exponential decay rate of amplitude kse= a/2. There is
no intended connection betweeranda,., the latter being the variable used by Tolman £2Q6 represent cell
transparency.



o2 = (gky + BKE)/(coth(k,h,) + kM) @)

Cy = (g + (5+4k,M)Bk})/(2o(1 + k,.M)?) 3)
a = (Vvak,)/(CaV2(1 + Iy M)) 4)

In our notationh,, is water depth anhtl; is ice thickness. There is an apparent typo in equation
(1) of LHV, coth (kh;) should becoth (kh,,). The variable® andM quantify the effects of the
bending of the ice and inertia of the ice, respectively. Both of these varagdpend on; (for
these equations, see LMC).

Example calculations of dissipation rateising the LHV model are shown in Figure 3. In this

case, the three described routines are coded in Matlab, but they have been re{€odeahifor
the purpose of application in WWa3.

—6

x 10
8, -
”/’»-_-
6r i
£ 4 .
4
o]
hi:1 : hW =75:v=1e-05
2r _ - -h=1;h =1000 v = 1e-05 |
hi:1.5 ; f\lN =75:;v=1e-05
h=1.5;h =1000 v = 1e-0§
Or | w K
hizl X hW =75:v =1.5e-05
hi:1 : hW =1000 ;v = 1.5e-0f

_2 I I I I I I I I
0.04 005 0.06 0.07 008 009 01 0112 0.12 0.13 o0.14
freq (Hz)

Figure 3. Example calculations of dissipation ratgsing the LHV model, coded using the three
routines as described in the text. Unitsigfandh; are in meters; units of are ni/sec.



LHV state: “The only tuning parameter is the turbulent eddy viscosity, and ifunction of the
flow conditions in the turbulent boundary layer which are determined by the ice tlickoes
sizes, ice concentration, and wavelength.” The eddy viscosityvtgiaen by LHV is
unfortunately “highly variable” (their words), and “not a physical paramgté@rich suggests
that it is difficult to specify in practice. In LHV, many values arenaieed and uséd
v=160.0x 10~* m?sec (Brennecke 1921)

v=24.0x 10~* m/sec (Hunkins 1966)

v=3450.0«< 10~* m?/sec (LHV Fig. 11)

v=4.0x 10~* m%sec (LHV Fig. 12)

v=150.0x 10~* m%sec (LHV Fig. 13)

v=54.0x 10~* m?/sec (LHV Fig. 14)

v=384.0x 10~* m%sec (LHV Fig. 15)

v=1536.0« 10~ m?/sec (LHV Fig. 16)

ONogrLODNE

Another criticism of this source term is that it does not use the ice conaantratictual
calculations. The model assumes a continuous ice layer (100% concentration), sthdigde me
appears to simply rely on concentration being high: “When the ice is highly comigfabtigh
concentration, the flexural waves obey the dispersion relation...as similar lwaveentinuous
ice sheet.” Later, “Five of these cases with high ice concentratige(ldran 60%) in the MIZ
have been selected”. For general use, it would be better to include concentrtimn i
calculations. This might be added by incorporating concentration as a seatimg f

Other settings; all three are from LHV, pg. 4606 are:
1) Young's modulus of elasticity is setBo= 6.0 x 10° N/m?
2) Poisson's ratio is set to= 0.3.
3) The relation between ice density and water dengity: 0.9p,, .

3.4 One-dimensional testswith S

Figure 4 shows results for a simple one-dimensional test case. Thecahabypiression used
here is:

H(x) = Hye™ki* ®)

whereH is significant waveheight anfd, is significant waveheight at= 0. In Figure 4,

Ax =1 km is used. The model captures the decay well for weaker dissipation valueshbut at t
highest dissipation values, the model decay is somewhat slower than the alnsd{aiton.

Even with the highest dissipation rate, the error might be considered tolem@blemdnstrate
sensitivity to geographic resolution, results with= 10 km are shown in Figure 5. In this case,
the numerical error for the higher dissipation rates is clearly noptatte. These results suggest
that expected dissipation rates must be part of the decision with respect teseh#ion to use:

if k; is large, then the spatial resolution cannot be too coarse, or the numerical rapoesisnt
poor.

2 Note: In our implementation, the user specifiedyedscosity in units of fisec even though values are given in
units of cni/sec in LHV.



dx = 1000m

N lines: analytical soln.
circles: WW3

I
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e kj=2.0€—-05
e ki=4.0€—-05
s Ki=8.0€-05
m ki=16.0€—05
ki=32.0e-05

= ki=64.0e—05

T

Figure 4. One-dimensional tests usig= 1 km. Significant waveheight is plotted. Waves are
initialized at the left boundary, = 0. Results using varioug settings are shown. Units lof

are 1/m. The dissipation rake is stationary and constantarnand in frequency space. Solid
lines: calculations using an analytical expression. Circles: WW3 outpstt&dticase is
included in the NRL svn repository for WWa3.
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dx = 10km
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Figure 5. Identical to Figure 4, except that= 10 km is used.

The question of “how much error is tolerable” is, of course, subjective. If we agkat?.7%
error inH,,, is intolerable in our idealized simulations, experiments with a number of resolutions
can be summarized as follows (withgiven in m?).

o for Ax=20.0 km,k; should not exceed 3.5e-6

o for Ax=5.0 km,k; should not exceed 2.0e-5

o for Ax=2.5 km,k; should not exceed 5.0e-5

o for Ax=1.0 km,k; should not exceed 2.0e-4 (assumes 2.7% Hs error is intolerable)

o for Ax=0.35 km, error is less than 2.1% for lglltested (up to 1.0e-3)

e for Ax=0.10 km, error is less than 1.3% for/gllitested (up to 1.0e-3)

For reference, Arctic Cap Nowcast/Forecast System (Posey et al.ifQ1102°, saAx=9.25 km
north-south.

The analytical formula also allows us to put the dissipation rate of the origini ifpartial
blocking due to ice concentration) in context withvalues. For example, if the original model
has a grid cell with 50% blocking, and has resolution of 55 km, this is equivalentt.26 x
1075 m™,

11



3.5 Two-dimensional testswith Sge

Two two-dimensional test cases have been added to the svn repository for WWa3.t Tlileefirs

the one-dimensional test case of the previous section, kseske read in from input files

which is constant in frequency space. The domain is squarenwithn, = 51 andAx = Ay =

5 km. Boundary forcing is uniform and steady along the southern and eastern boundaries,
producing swells propagating from the southe@st (135°). The initial condition is a uniform

wave field equivalent to the boundary forcing. In the northwest quadrant of the domain, ic
appears and disappears during the duration,kyith 0, k; = 1 x 1075 m™, k; = 2 x 1075 m™,

k; = 1 x 10~° m*, and therk; = 0. Results from this test case are not shown, but are consistent
with expectations: the non-stationary, non-uniform ice specification is validateork as

intended.

The second two-dimensional test case uses the Liu et al. (1991) attenuatignaitiodel
ice thickness of 1 m and ice eddy viscosity parameter 1 x 10~* m%sec. The computational
grid uses three frequencies: 0.08 Hz, 0.10 Hz, and 1.25 Hz, with most of the energy in the
specified boundary forcing corresponding to the central frequency. With this rhpelof
course, frequency-dependent. For these three frequencies and ice payametérg x 107,

8.9 x 107°, and 9.5% 10~¢ mrespectively. The computational grid is square, with= 101,

n, =51, Ax = 5 km, andAy = 10 km. As in the other two-dimensional test, the boundary
forcing is uniform and steady along the southern and eastern boundaries, producsg swell
propagating from the southea8t£ 135°). The initial condition consists of near-zero wave
energy on the interior of the domain. Ice is again specified in the northwest quadrantikieut unl
the other two-dimensional test, in this test, ice conditions are stationary.fBeyehates into

the ice and eventually a steady state is reached, with total simulatiolmlieng 30 hours.

The final state is shown in Figure 6.

12



HmO (m) and mean dir 07-Jun-1968 06:00:00

X (m) x 10°
Figure 6. Final state of the second two-dimensional test case, as explaimetkixt.t

4 Effect of mud on waves

Wave damping by muddy seabeds is generally understood to occur when wavéedenera
stresses exceed the limiting strength of the bed, causing the liquefactmmebr all of the

mud layer into a viscous “fluid mud”. Internal waves are then generatedveatiiemud
interface, and their energy is dissipated relatively rapidly by viscestihin the fluid mud layer.
Several theoretical approaches have been used to model the effect of mud onepesss)ting
the mud as a purely viscous fluid (e.g., Dalrymple and Liu, 1978; Ng, 2000; Winterwerp et al
2007), or alternatively as viscoelastic (e.g., MacPherson, 1980; Jiang and Mehta,hE9®p6; Z
and Ng, 2006) or plastic (e.g., Mei and Liu, 1987).

Until recently, the effect of mud on waves has had little or no representatioreralgen

available nearshore wave models such as SWAN (Booij et al., 1999) and WW3, which have been
limited to rigid beds. This has been a major shortcoming, forcing users to specilistiarea

bottom friction parameters in muddy areas in order to get the desired wapatiaias

characteristics.

The present section describes the implementation in WW3 of two viscous fluid mud nhissipat
formulations, borrowing heavily from very similar implementations added towh&Nswave
model by Rogers and Holland (2009).

13



4.1 Background: implementation in SWAN

Three formulations for wave damping by purely viscous mud have been implemented in SWAN
The first formulation (Rogers and Holland, 2009, based on Dalrymple and Liu, 1978)hecats t
mud as a laminar viscous fluid. This is a relatively accurate method, but it seg@oenplex
iterative technique which significantly lengthens computational time.s@&bend formulation
(Rogers and Holland, 2009, based on Ng, 2000) is simplified relative to Dalrymple and Liu
(1978) in that it assumes the mud layer to be thin. This formulation computes a mud-induced
group velocity from the real part of the mud-induced wavenumber, which allowdehts eff

mud on wave refraction, shoaling, and de-shoaling to be estimated. The third famulati
(Winterwerp et al., 2007) integrates the energy transport across thenwat@nterface over one
wave period, based on earlier work by Gade (1958) and De Wit (1995). Unlike the other
implementations, it assumes the water to be inviscid and does not consider msdafigave
phase and group velocities.

4.2 WW3 code: method of including Syug

For the present project, two of the above formulations for the dissipation of wave byergy
viscous mud were implemented in WW3. The first implementation (module “w3sbt8md”) is
based on the formulation of Dalrymple and Liu (1978). A second implementation (module
“w3sbt9md”) is based on the formulation of Ng (2000). The code that was originaltgdfer
these formulations in the spectral wave model SWAN was transferred, waithllansmber of
modifications, directly into the WW3 modules. Additional modifications wereentadeveral
other WW3 subroutines to allow users to turn on/off the mud dissipation routines and to input
field data for mud thickness, density, and kinematic viscosity (Section 2).

A description of the WW3 code follows:

1. General routinedf the user specifies “BT8” or “BT9” in the “switch” parameter filee
preprocessor will activate code statements calling the w3sbt8 or w3sbt9 subrioutines
the computation of source terms by module w3srcemd. For non-uniform input fields, the
user must create “ww3_prep” input files for each of the mud-related paramsatadd
(density), mudt (thickness), and mudyv (viscosity). Field data on the distribution of mud
parameter values throughout the grid are read either from these filemmdparate
field parameter files referenced in the prep files.

2. Dalrymple & Liu routine (w3sbt8)The wave dissipation by the fluid mud is computed
using an iterative procedure that converges to the complex mud-induced wave number,

K..q.- Dissipation due to mud at each frequency is determined from the imaginary part of
this wave number as

Dmud = 2 ljlmag (kmud ) EC (6)

g,mud

whereC, ., is the mud-induced wave group velocity. This dissipation is added to

contributions from other source/sink terms by w3srce. For additional details, see
Dalrymple & Liu (1978).
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3. Ng routine (w3sbtQ)After initialization of mud field data and assignment/computation of
various local parameters, the w3sbt9 routine calls the “Ng” subroutine to compute the
mud-induced dissipation. The Ng routine determines two second-order coefficients

(B, B,) that are then used to compute wave attenuation due to mud as follows:
J,(B +B )k’ )
sinhxh+ Xh

where Jd,, is the Stokes boundary layer thickness for muds water depth, ant, and

k, are the first- and second-order parts of the wawnaber, respectively, in a Taylor

expansion about the mud-water interface. For emhdit details, see Ng (2000). Results
from the Ng subroutine are returned to w3sbt9, tvipasses them back to w3srce where
the mud-induced dissipation is again added to dmritons from other source/sink terms.

D =imag(k,) ==

Note a fixed value for water kinematic viscosity“mater” (1.31E-6 fis) was added to the
module “constants” (i.e., file “constants.ftn"Jhis is the kinematic viscosity of pure water at
10°C and is in accordance with the water densilyevg1000 kg/m) that is used throughout
WWa3. This value for kinematic viscosity of watsrused in both w3sbt8 and w3sbt9.

4.3 One-dimensional test caseswith S;uq

Test cases (“mud_testl” and “mud_test2”, respegliveere created for WW3 to simulate 1D
wave propagation for a distance of 100 km oveagldbttom with a mud layer of constant
thickness using each of the above formulationgarReters for both tests are generally set to
match those used in Fig. 3 of Rogers and HollaB0g}®, except for mud thickness and grid
size/spacing. These quantities are allowed to waoyder to investigate their effects on model
accuracy.

The following is a list of features of both 1D tessses:

* spectral, spatial, and time settings:
o three (3) frequencies from 0.08 to 0.125 Hz; 2édions
initial wave height =1.0 m
nx=24-120, ny=3
Ax=Ay=1.0to 5.0 km
boundary forcing from west boundary
boundary forcingé=270° (waves from southeast}+0.10 Hz
Starting time : 1968/06/06 00:00:00 UTC
o Endingtime :1968/06/06 12:00:00 UTC
* mud parameters are constant for entire domain:
o mud density=1310 kg/m
o mud thickness=0.01-0.4 m
o mud viscosity=7.60E-03 ffs

O 000 O0OOo

The objective of these tests is to compare theahdecay calculated by WW3 with the methods
of Dalrymple and Liu (1978) and Ng (2000) to th@ested exponential decay. For the
comparison, multiple values were used for mud thesls, which caused the the exponential
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decay coefficients, to range from 0.23e-05 to 12.74e-03.mAs seen earlier with ice
dissipation, model accuracy was affected by the gppacing used in these calculations. Figure 8
shows estimateHy values (circles and asterisks) plotted versusrih@e., Eq. 5; solid lines)

for grid spacing oiAx = 1 km, while Figure 8 shows the same compari$ongrid spacing of

Ax =5 km.

dx =1km

— ki=0.23e-05

09l - ki=0.54e-05 |-
‘ _ - : : = ki=1.24e-05
PSAR P e : P =—Fki=4.45e-05 ®»
4 " e | T ki=12.74e-05
07 ________ Cieaian s S i ' : - p__ﬁ\_r- 7- .............................
06 *n . o ........... ........... ................ i 7_ﬁ
g = : : : g
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E
T - : 5 : e
04 1 ” ; . R B
0.3
02 .............. (3 .' ._- .......... ........... ...................................
O AY .. ........ ........... ........ ""‘-..ﬁ‘lr‘ ........ ..................................
0 10 20 30 40 50 60 70 80 90 100
x (km)

Figure 7. Comparison of WW3-predicted significargve heights (circles and asterisks) with
expected exponential decay (solid lines) for sdwatues ofk;, using grid spacing afx = 1 km
and mud parameter settings described in the text.

In general, the error levels for the two methodsratatively similar. To limit the maximum
error for these simulations to less than 2.7% @adnsistent with Section 3.4), the valudsof
should not exceed roughly 4.5e-05 nffor 1-km spacing) or 1.25e-05"gfor 5-km spacing).

It is noted that the computational time requiredhry Dalrymple and Liu (1978) formulation —

roughly 30 seconds — is twenty times greater thatrequired by the Ng (2000) formulation —
roughly 1.5 seconds.
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Figure 8. Same as Figure 7, but for = 5km spacing.

4.4 Two-dimensional test case with Syq

This case is similar to the &l test case. The following is a “bullet list” ofafeires of this test
case:
» features that are the samegstest:
o three (3) frequencies from 0.08 to 0.125 Hz

nx=101, ny=51
Ax=5 km,Ay=10 km
boundary forcing from south and east boundaries
boundary forcing6=135°,f,=0.10 Hz
Starting time : 1968/06/06 00:00:00 UTC

o Endingtime :1968/06/07 06:00:00 UTC
» patch of mud in northwest quadrant of domain ()% km, y=25 to 50 km)
« mud density=1310 kg/m
* mud thickness=0.4 m
« mud viscosity=7.60E-03 ffs

o OO0 O
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Figure 9. Final state of the two-dimensional testecwithS;, 4, as explained in the text.

The two-dimensional test case displayed a simifégrdnce in required computational time for
the two methods to that seen earlier in 1D. Fesdhsimulations, the w3sbt8md module based
on Dalrymple and Liu (1978) required 9 minutes 89amds on a workstation using three cpu
cores. In contrast, the w3sbt9md module basedg(20800) required only 15.1 seconds. Thus,
in this case the Ng (2000) formulation was rou@8ytimes faster than that of Dalrymple and
Liu (1978).

5 Discussion

Dissemination of code

WW3 has always been an open-source model. Dummg@ast several years, the model has
started a transition from a code predominantly engith by a single person to a “community
model”. In fact, in terms of current developmentsiunambiguously a community model. The
logistics of the collaboration are handled by av@&uasion repository at NOAA/NCEP. At
present, the code described in this report is ndhat svn repository, but is instead on an NRL
repository. Our intent is to create a new branckherNOAA/NCEP repository with this code
(and associated test cases) immediately afterqailan of this report.

Alternate theoretical models f6y...
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From a physical basis, the LHV model is perhapgmainost credible model that can be found
in the literature. It was selected as the first eti@d implement because of its relative simplicity.
Other models, for example, require the determinadiomultiple complex roots, from which one
must be selected. A review of other possible meth®given in Section 8. One or more of these
will be implemented in WW3 in the future.

Alternatives to calculating; ., within WW3

As we look at more complex theoretical modelsSfgy, we may find that the computational cost
is not practical. In particular, it may be wastefuimake a large number of highly similar yet
computationally expensive calculations repeatétiighly similar” since in many cases, the ice
conditions will be similar in neighboring grid cgllor in consecutive time steps. If the source
term is linear, then there is no dependend® ef S/E on spectral energy level, so the spatial
and temporal variation of wave conditions becometavant. Thus, it can be reasoned, that the
dissipation rat® might be calculated on a reduced grid, at reduttedvals, and then ingested
into WWa3 for quick translation onto the computatibgrid. One paradigm is the “look-up table”
approach where WW3 pull3 from a table of pre-calculated values based onyrmpassible ice
conditions. Another paradigm is to provide WW3 whtko 8 parameters, &%.. 1(x,y,t),

Cice2(x, ¥, t), ..., Cice g(x, ¥, t), also based on some pre-calculations outside of3Wken, for
agiven(x,y,t), the parameter§; . 1, Cice 2, --., Cice,g (UP to 8 numbers) are used to describe the
one-dimensional functioB (f). * The existing method of i/o is more conducive t® skecond
approach.

The simplest approach would be to rea® {if) on a discrete, coarse frequency grid (8
frequencies) and interpolate these numbers ontmtitel computational grid's, frequencies
(typically between 25 and 40 frequencies are used)some fitting could be used, ell).f) =
ap+ a.f +af? +asf3 + auf*. Infact, the fitting can be to any parametricvichat can be
imagined. Matlab is particular powerful in this aed, since it will fit to a user-specified
parametric form via least squares.

Finally, we note that WW3 apparently does havectpbility to ingest data assimilation
data on the computational frequency grid. At tirhevoting, we are not aware of how mature
this piece of code is, but potentially the samehwas$ could be used to ingéstf) on the
model’s computational frequency grid.

Future improvement,.

As mentioned above, we plan to include the efféatedand mud on the real part of the
wavenumberk,., by passing the phase velocity and group vela@tiables back to the main
routines for calculation of refraction and shoaleftgcts.

Unresolved complication: other source terms ingmes of ice

It stands to reason that the deepwater source tgyms,, ands,,;, do not behave the same
under partial ice cover as they do in open watke Most simple way to address this would be to
multiply each term by the open water fractioh~¢). This will be our initial approaéh

3 Keep in mind thab (f), k;(f) anda(f) are all dissipation rates and are directly relasedf one is known, the
others are known.
* A time of writing, this is not done yet, thoughpapently the ST4 source term package already rediycén this
manner. Ideally, this operation should be perforiaea higher level than the individual source tpankages, to
ensure uniformity.
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However, this simple approach is not necessaréybist: this warrants further consideration and
study. Observational data and more process-basddlimg might help with this question.

Applicability of S,,,,; within a conditionally stable model

WWS3, run on structured grids (either regular cegular types), is conditionally stable. As such,
there is a practical limit on how fine the geogtiaplsolution can be set. Often, this will
discourage applications in the littoral, such @&sapplication of SWAN by Rogers and Holland
(2009), wher\x = 252 m (two-dimensional case) and = 50 m (one-dimensional case),
where the unconditionally stable—and optionallyisteary—SWAN must be considered as a
more efficient alternative to WWa3. This, in turnakes physical representation of wave-seafloor
interaction a lower priority in WW3 than in SWANvén so, these interactions can be
significant on broad continental shelves modela@gsdlutions more appropriate to WW3, e.g.
Ax = 4 km; a specific example would be the North Caroghelf, which is O(80 km) across,
e.g. see Ardhuin et al. (2003). Further, methodsaing introduced to enable higher resolution
applications of WW3. Van der Westhuysen and Tol§2éi.2) introduced a quasi-stationary
method of computation that can be regarded as araonise (or hybrid) between the stationary
mode of computation optionally used with SWAN aratlitional time-stepping, which was the
only method available in WW3 prior. Further, thestiactured-grid methods of Roland et al.
(2009) have been implemented in an experimentaiaeof WWa3. Both developments suggest
that, in the near future, it will be possible tokm@omputationally efficient applications of
WWa3 at high resolution.

Closing remarks

On the subject of th& ., implementation in WW3, and the question “why whais hot done
sooner?”, as noted earlier, the argument has Ibet¢he treatment of ice as a partial blocking
mechanism via ice concentration (Tolman 2003) isibde, as: a) ice concentration is the only
operationally available ice variable, b) the metiwocklatively cheap, and c) the end result is
very similar to what the more sophisticatgg. might provide. We accept (a) and (b) as
legitimate arguments, but (c) is doubtful, since dhiginal method is dependent on grid
resolution and aspect ratio, requiring grid-specificalibration. Even (c) becomes a reasonable
argument if one considers the recent improvementsis part of the code by Ifremer (see
Section 3.2). In this regard, thg, implementation herein might be regarded as somewha
advance of what would be feasible operationallys Tha traditional problem with wave
modeling: features become available which will al@tays be applicable due to limits on input.
For example, a high-resolution two-dimensionabiat wave model will not generally have
adequate bathymetry in an operational context;ishise traditional argument for using simple
one-dimensional “surf models” operationally. Simgtatements could be made regarding the
availability of mud thickness, viscosity, and déyisThese are valid arguments, but two counter-
arguments can be made. First, we can anticipatesh@chnology external to the wave model
improves, more information about the ice will be@available. For example, ice thickness or
floe size distribution might be derived from ice @ebor remote sensing in the near future; NRL
is now actively researching methods to derive leekhess from satellite. Second, these new
routines can be applied in non-operational confextere the ice (or mud) is more adequately
prescribed, such as the case with hindcasts comdsy to field experiments, already planned
with newly funded Office of Naval Research initets. Lastly, we point out that the simpler
methods, even after the Ifremer updates, do noigedor dependence of attenuation on wave
frequency or the dependence of phase velocity emapgrelocity on ice. Though the
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guantitative dependencies still need to be workégdtbe existence of such dependencies is clear
enough and should be accommodated in subsequeatecbsodes.
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8 Appendix: Brief review of literatureregarding S calculation methods

There is no shortage of theoretical models forasgmting the effects of waves on ice. The larger
challenges are to select the most appropriate mobehpply them only in applications
consistent with their underlying assumptions, anddtermine the most suitable inputs for these
models, since they unfortunately are universatiyframed in terms of variables that are
available operationally. We give a brief, partiahsey of available models here. Though we are
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primarily interested in the MIZ, models for the danous ice problem are discussed here. A
more detailed review can be found in Squire efl&l95), since updated by Squire (2007).

There are a few broad categories of models fomMize The first that we will discuss is the type
of model based on scattering from individual fldggquire et al. (1995) argue quite reasonably
that this type of model is most appropriately usesituations of less compact ice. This method
is given by Wadhams (1973a) and described in Wadleral. (1986, 1988). This model
requires a distribution of floe diamet&rand thicknesa;. Masson and LeBlond (1989) also
derive a “scattering by floes” model assuming ajtical floes (circular from top view)

organized in a hexagonal pattern. It requires dii@dt, radius, water depth, and distance to other
floes. Perrie and Hu (1996) based their model andhe. Kohout and Meylan (2008) have a
similar model, requiring the mean size of floegJ a® concentration. Dumont et al. (2011) use
this model.

The second type is more appropriately used intsitosiwhere the ice floes are more compact,
potentially colliding. Here, the floes are treageda single layer with specific rheolGgWeber
(1987) and Keller (1998) treat this ice cover assaous fluid layer in models for broken ice
(frazil, brash, pancake); they require effectivecaisity (or eddy viscosity) and density. Newyear
and Martin (1999) use this model in a study of gegae. The Wang and Shen (2010) “unified
rheological model” is similar to Keller (1998) bautids elasticity; elasticity must be quantified
via the effective shear modul@s A particular challenge in this type of modelosécreate the
so-called “roll-over” of dissipation seen in manyservations, which is technical jargon for the
non-monotonic dependence of the dissipation rateae period.

The third type of model is similar to the secomdoifar as it is intended for highly compact ice
(e.g. shore-fast ice), but instead of presentiegotioblem in terms of two “fluid” layers with the
dissipation being caused by the rheology of theager, here the dissipation is attributed to
“eddy viscosity in the turbulent boundary layer éath the ice”. An example of this model is Liu
and Mollo-Christensen (1988) which is used by Lltiale(1991) and Liu et al. (1993) in
combination with a model for continuous ice, Wadkd@973b).

The fourth type of model for the MIZ is describgdSquire et al. (1995) as a “mass-loading
model”. The Wadhams and Holt (1991) model is oraag{e. This type of model is of less
interest to the present study, since it does remlipt attenuation, i.e. dissipation rate= 0 (see
Section 1). However, the propagation velocity fe@kd via modification of the real part of the
wavenumbek,., so it can block slower waves in a manner simdaslocking of short wind
waves by opposing currents.

The continuous ice models are most often assooretbdvave propagation through the central
Arctic, though there is applicability to shore-fast and perhaps highly compact sea ice.
Wadhams (1973b) presents one such model, basddsiitlastic deformation of the ice sheet
by swell; plastic deformation or “creep” providée tactual dissipation. This is applied by Liu et
al. (1991) and Liu et al. (1993) to the MIZ problaiong with the boundary layer model as
mentioned above. Here solution farequiresE (Young’s modulus of elasticityB (coefficient

® We acknowledge the apparent contradiction of imgatiscontinuous ice as a continuous layer. Sihessituation
being modeled is not continuous, we prefer notrtup this under the category of “continuous ice atad
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for bending) andM (coefficient for inertia of the ice). Squire (198&dso presents a model for
“shore-fast ice”; here, there is a linear viscastgslate over a fluid; the viscous quality is
intended to represent creep in the ice layer.

A second broad category of continuous ice modglasused by Vaughan et al. (2009) and
Squire et al. (2009). This model is based on stagtérom discontinuities in ice thickness, thus
requiring ice thickness profile along axis of warepagation. Squire et al. (2009) use this
model to predict dissipation rates using ice thedsprofiles from upward-looking sonar
collected by a submarine.
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