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Predictive ability of five different embedded turbulent mixing models that range from second-order
turbulent closure to bulk mixing parameterization is examined in the Mediterranean Sea. Each is
embedded in the HYbrid Coordinate Ocean Model (HYCOM). Mixed layer depth (MLD), which is one
of the most important upper ocean variables, is used to evaluate the treatment of turbulent processes
in each model run. In addition to overall spatial and temporal variability, analyses of MLD are pre-
sented using an extensive set (3976) of temperature and salinity profiles from various data sources dur-
ing 2003–2006. Results obtained from simulations (with no data assimilation and relaxation only to
salinity) for the five mixing models are compared with observed MLDs obtained from in situ temper-
ature and salinity profile observations. To ensure the robustness of the validation statistics MLD is com-
puted using both curvature and threshold based methodologies. Results indicate that while all mixing
schemes represent the MLD well, the bulk mixing models have substantial accuracy deficiencies rela-
tive to the higher order mixing models. The modeled MLDs are slightly deeper than observed MLDs
with the mean bias error �10 m for the higher order mixing models while the bulk mixing model bias
error is 15 m or more. The RMS error for the higher order mixing models is �40 m while it is �50 m for
the bulk mixing models. The bulk mixing models had substantially larger errors particularly for the cur-
vature MLD definition.

Published by Elsevier Ltd.
1. Introduction

The Mediterranean Sea is a relatively large semi-enclosed basin
whose bottom depth is quite variable (Fig. 1). Water mass forma-
tion in the region is primarily related to upper ocean mixing
through mixed layer depth (MLD) (e.g., Astraldi et al., 2002). In par-
ticular, the Modified Atlantic Water (MAW) and the Levantine
Intermediate Water (LIW) contribute to the entire surface layer
of the western Mediterranean (Mertens and Schott, 1998) while
convective mixing occurs in the Gulf of Lyons (Marshall and Schott,
1999), which creates very deep MLDs.

While the knowledge about the major features of upper ocean
mixing and MLD is essential in the Mediterranean Sea, inter-an-
nual variability of subsurface temperature and salinity in situ data
is rarely available at fine spatial scales in the basin. Such insuffi-
cient information limits our ability in determining the seasonal
variability of MLD. In this paper, an eddy-resolving ocean model
including five different embedded turbulent mixing models is used
Ltd.

: +1 228 688 4759.
(R.W. Helber), alan.wall-
to compensate for sparse data coverage, and temporal variability of
mixing processes along with MLD is examined at fine spatial scales
(e.g., 3–4 km resolution). The mixing models vary from simple bulk
models (Kraus and Turner, 1967) to more computationally expen-
sive turbulent closure models (Mellor and Yamada, 1982). Each
model type has advantages and disadvantages, and choices are dic-
tated by needs. When comparing mixing models for predicting
MLD, a few important questions arise: (1) which mixing model is
suitable for simulating MLD in the Mediterranean Sea? (2) Are
there substantial differences among the models? (3) What are
the errors in MLD associated with each model? The Mediterranean
Sea provides a good test bed region to seek possible answers to
these questions because many mid-latitude ocean processes are
found in this basin. In addition, evaluation studies for different
mixing models are very limited in this basin (Fernãndez et al.,
2006). Compared to the global ocean, setting up an ocean model
for the Mediterranean Sea is computationally less expensive,
allowing for the evaluation of five different mixing models.

We perform multi-year simulations to investigate performances
of a set of five mixing models in predicting MLD in the Mediterra-
nean Sea. The evaluation of the performance of these models has
not been done before in this region. Thus, the major purpose of this
paper is to determine predictive ability of each model and find
differences in MLD among them.
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Fig. 1. Bottom depth (m) in the Mediterranean Sea as constructed from the 1 min resolution General Bathymetric Chart of the Oceans (GEBCO) which is available online at
http://www.gebco.net/. There are large regions where the depths are shallow (e.g., <500 m), such as most of the Adriatic and Aegean Seas. The land-sea boundary (in light tan)
is set at 5 m, i.e., water depths <5 m are excluded and considered as land for the ocean model simulations. We use this domain and drop the latitude and longitude labels from
similar figures for simplicity.

Table 1
Abbreviation and references for the mixing models used in the Mediterranean Sea
HYCOM, which is forced with 3 hourly wind and thermal atmospheric variables from
NOGAPS during 2003–2006. The model spin-up was first run using 3-hourly
atmospheric forcing from NOGAPS for the given mixing model during 2001–2003.

Acronym Mixing models in HYCOM Reference

KPP K-Profile Parameterization Large et al. (1997)
GISS Goddard Institute for Space Studies Canuto et al. (2002)
MY Mellor–Yamada level-2.5 Mellor and Yamada (1982)
KT Kraus and Turner Kraus and Turner (1967)
PWP Price–Weller–Pinkel Price et al. (1986)
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2. Ocean model description

The HYbrid Coordinate Ocean Model (HYCOM) used in this paper
is a community ocean model (http://oceanmodeling.rsmas.miami.
edu/hycom/). It is a generalized hybrid isopycnal (r) and terrain-
following (z-level) coordinate primitive equation model with the
original design features described in Bleck (2002). HYCOM uses the
layered continuity equation to make a dynamically smooth transi-
tion to z-levels (fixed-depth coordinates) in the unstratified surface
mixed layer and r-levels (terrain-following coordinates) in shallow
water. The optimal coordinate is chosen every time step using a hy-
brid coordinate generator.

2.1. Mediterranean sea model

The Mediterranean Sea HYCOM was configured on a Mercator
grid with a resolution of 1/25� cos (lat) � 1/25� (latitude � longi-
tude). Thus, the model has a resolution of 3.8 km at the southern
regions (at approximately 32�N) and 3.3 km at the northern lati-
tudes (at approximately 42�N). Zonal and meridional array sizes
are 1235 and 549, respectively.

The model has 20 hybrid layers. The target density values (in rt)
for layers 1–20 are 19.50, 21.00, 22.50, 24.00, 25.50, 26.50, 27.25,
27.75, 28.15, 28.40, 28.60, 28.75, 28.90, 29.00, 29.05, 29.08,
29.11, 29.16, 29.18 and 29.22. The density difference values were
chosen so that the layers tend to become thicker with increasing
depth, with the lowest abyssal layer being the thickest. The top
four layers are in z-level coordinates at all times. The minimum
thickness of layer 1 is 3 m. The model is initialized based on the
1/8� climatological monthly mean temperature and salinity fields
from the Generalized Digital Environmental Model (GDEM) clima-
tology (NAVOCEANO, 2003) which has 78 levels in the vertical.

2.2. Mixing submodels

There are five turbulent mixing submodels embedded within
HYCOM. The name, abbreviation, and reference for each mixing
model are given in Table 1.

2.2.1. K-profile parameterization
KPP is a 1st order turbulence closure model that is intermedi-

ate in computational complexity between bulk mixing models
and 2nd-order turbulence closures. It is currently the standard
mixing model for HYCOM because it is relatively insensitive to
low vertical resolution, and the hybrid coordinate approach tends
to require fewer layers/levels than fixed vertical coordinate ap-
proaches. The KPP scheme provides mixing from surface to bot-
tom, matching the large surface boundary layer diffusivity/
viscosity profiles to weak diapycnal diffusivity/viscosity profiles
in the interior ocean.
2.2.2. Goddard Institute for Space Studies
GISS is a level-2 Reynolds-stress model, in which diffusivity

profiles for viscosity, temperature and salinity are parameterized
as functions of the Brunt–Väisälä frequency, the gradient Richard-
son number and the turbulent kinetic energy dissipation rate. The
model formulation is valid within the mixed layer and below and
includes salt fingering and diffusive double diffusion. Unlike KPP,
nonlocal effects are not taken into account. The model equations
are solved within two different regimes, depending on whether re-
solved or unresolved shear is the dominant influence on the stabil-
ity. The former regime represents the intense mixing of the surface
boundary layer, while the latter represents the comparatively qui-
escent ocean interior.
2.2.3. Mellor–Yamada level-2.5
MY is a level-2.5 Reynolds-stress model that solves the equa-

tions for turbulent kinetic energy (TKE) and TKE times the turbu-
lence length scale to estimate the viscosity and diffusivity
coefficient profiles. The MY model is the only vertical mixing algo-
rithm in HYCOM that accounts for the advection and diffusion of
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turbulence. It is almost 1.5 times more computationally expensive
than the other mixing models.

2.2.4. Kraus and Turner
KT assumes that all properties are homogeneous within the

mixed layer. The mixed layer properties are changed through
Fig. 2. Monthly mean threshold MLD fields in the Mediterranean S
surface fluxes (wind-stress and buoyancy loss/gain) and also
through entrainment from below. The mixed layer deepens in
response to wind mixing and buoyancy loss at a rate deter-
mined by energetics. A balance between production and dissi-
pation of energy integrated over the whole mixed layer is
assumed.
ea from 2003 to 2006 from the MY mixing model simulation.



Fig. 3. Spatial variations of mean MLD predicted by five mixing models in February 2006. MLD is computed based on two methodologies as described in the text: the (a)
threshold and (b) curvature MLD definition. Also included in (c) are the zonal averages of MLD (the threshold MLD in black and the curvature MLD in white).
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2.2.5. Price–Weller–Pinkel
PWP uses the Richardson-number criteria to determine the

depth of the mixed layer instead of calculating it prognostically
from the energy balance. Vertical mixing at each grid point is per-
formed in three steps. First, static instability is relieved in the
upper ocean mixed layer if it exists. Second, mixed layer entrain-
ment is performed based on a bulk Richardson-number criterion.
Third, shear-instability mixing between adjacent model layers is
calculated based a gradient Richardson-number criterion. PWP
provides for shear-instability mixing beneath the surface mixed
layer, but it does not provide for background mixing due to other
processes such as internal wave breaking.

2.3. Atmosphere forcing and model simulations

HYCOM reads in the following time-varying atmospheric fields:
for the momentum equation forcing (zonal and meridional compo-
nents of wind stress) and for the thermal forcing (air temperature,
air mixing ratio, and wind speed at 10 m above the sea surface;
precipitation, net shortwave radiation, and net longwave radiation
at the sea surface). They are all obtained from 0.5�-resolution Navy
Operational Global Atmospheric Prediction System (NOGAPS) ar-
chives at 3 hourly intervals (Hogan and Rosmond, 1991).
The creeping sea-fill methodology is applied to all the thermal
forcing variables to reduce the land contamination in the atmo-
spheric forcing variables near the coastal boundaries before using
them for the model simulations (Kara et al., 2008). Latent and sensi-
ble heat fluxes are calculated using the model’s top layer (3 m) tem-
perature at each model time step with bulk formulations (Kara et al.,
2005). Similarly, wind stresses are computed based on 10 m winds
from NOGAPS using stability-dependent exchange coefficients.

Five HYCOM simulations are performed using each of the mix-
ing models given in Table 1. The model configuration, atmospheric
forcing, bottom topography, etc., for all the simulations are identi-
cal except for the mixing model used. Each simulation was then ex-
tended beyond the initial spin-up from 1st January 2003 to 31st
December 2006. The model is a stand-alone ocean model with no
data assimilation. There is only initialization (temperature and
salinity) from climatology with relaxation to surface salinity.
3. MLD determination

We will evaluate performance of each mixing model during
2003–2006 using two methodologies for determining MLD. Both
(1) threshold and (2) curvature MLD definitions are described



Fig. 4. The same as Fig. 3 but in August 2006. Note that the color palette range is different to better demonstrate spatial variability of summer MLD.
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below and are used throughout the paper to determine the MLD of
model output as well as observational data. By using two different
definitions our goal is to confirm the validity of results and identify
prediction characteristics differences highlighted by comparing
results from the two MLD definitions. Throughout the paper,
notations of T, S and rh denote potential temperature, salinity
and potential density, respectively. Density is expressed as
rh = qh � 1000 kg m�3, where qh is the seawater potential density.
The potential density is based on T and S values at given depths
computed from potential temperature and the equation of state
following (Fofonoff and Millard, 1983).

We follow the threshold definition of Kara et al. (2000). The
algorithm can be obtained online at http://www7320.nrlssc.navy
.mil/nmld/nmld.html. MLD is described as the base of an isopycnal
layer, where density has changed based on a value of Drh from the
surface density. The Drh value is variable in space and time
computed by Drh = rh(T + DT, S, P) � rh(T, S, P) where T and S are
the surface values of temperature and salinity, P is zero, and
DT = 0.8 �C. Thus, the fixed DT gives rise to a variable Drh based
on surface conditions. Note that in a threshold methodology,
MLD can be sensitive to the threshold value (de Boyer Montégut
et al., 2004). However, this methodology can easily be applied to
density profiles which have either fine or coarse vertical resolu-
tions (Ohno et al., 2004).
The curvature definition of Lorbacher et al. (2006) is also ap-
plied in detecting MLD. The algorithm is available at http://
www.ifm-geomar.de/index.php?id=mixed-layer-depth. Unlike the
threshold definition, the curvature method examines the given
density profile and determines MLD based on the depth of maxi-
mum curvature. This definition determines the shallowest curva-
ture peak of a density profile near the sea surface and represents
the depth of the most recent turbulence penetration depth
whereas the threshold MLD method tends to represent the sea-
sonal MLD (e.g., Helber et al., 2008).
4. Evaluation of mixing models in determining MLD

Atmospherically-forced HYCOM simulation using each one of
the mixing models (i.e., KPP, GISS, MY, KT and PWP) produces daily
T and S at a grid resolution of approximately 3.5 km from the sea
surface to the bottom of the ocean in the Mediterranean Sea. The
result is spatially-varying daily T and S fields for each mixing mod-
el from January 2003 to December 2006. The model is sampled
everywhere once a day at 00Z (midnight UTC). Since the thermal
atmospheric forcing applied to the Mediterranean Sea HYCOM
has a one day running mean, diurnal effects are minimized in the
model and sub-daily sampling is not needed. Since both

http://www7320.nrlssc.navy.mil/nmld/nmld.html
http://www7320.nrlssc.navy.mil/nmld/nmld.html
http://www.ifm-geomar.de/index.php?id=mixed-layer-depth
http://www.ifm-geomar.de/index.php?id=mixed-layer-depth


Fig. 5. Spatial variability of threshold minus curvature MLD differences for (a) February and (b) August 2006.
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threshold- and curvature-based MLD algorithms are based on den-
sity profiles, the daily density fields are computed from T and S
fields using the equation of state.

Monthly mean threshold MLD fields (computed using daily
MY output) in the Mediterranean Sea from 2003 to 2006 are
shown to have spatial and temporal variations (Fig. 2). The daily
density fields from the model outputs of T and S were created
first, and then the daily MLD is computed. We obtain monthly
means from the daily fields for each month. We do not form
monthly density fields from T and S and then compute the
monthly MLD from the mean field because this would produce
a less accurate MLD.

The resulting MLD fields from the MY simulation clearly reveal
seasonal variability in the Mediterranean Sea during 2003–2006
(Fig. 2). We follow Boyer et al. (2006) in our definition of the sea-
sons: January, February and March (winter); April, May and June
(spring); July, August and September (summer); October, Novem-
ber and December (fall). Deep MLDs (>150 m) are generally evident
in the eastern part of basin in January, February and March. The
mixed layer is very shallow (<15 m) almost everywhere from
May to August in all years. The shoaling of MLD is followed by
the deepening period starting in September and MLD gradually in-
creases each month through December over the entire basin.

A striking features of MLD in the Mediterranean Sea is the inter-
annual variability during 2003–2006 (Figs. 2a–d). For example,
MLDs in January reveal similar features for all years, although they
are slightly deeper (by �15 m) in some parts of the eastern part of
the region and the Adriatic Sea in 2004 and 2006. Although the 4-
year time period considered here is not long enough to rule out
strong inter-annual variability, monthly MLDs clearly reveal simi-
lar magnitudes for any given month from one year to another.

4.1. Spatial variations of mld by five mixing models

The MLD fields provided in Fig. 2 are from the MY mixing model
using the threshold MLD definition. In addition to the three ques-
tions listed in the introduction, we also wish to answer an addi-
tional question (4): do results change when the simulations are
evaluated with different MLD definitions (threshold versus thresh-
old)? To answer these questions monthly MLDs from all simula-
tions are examined for February 2006 when the MLDs tend to be
deeper, which can better highlight differences (Fig. 3). Remember



Fig. 6. Times-series of (a) threshold MLD, (b) curvature MLD, and (c) threshold minus curvature MLD difference from a point in the gulf of Lyons (42.09�N, 5�E). The line-styles
listed in the legend are the results from the five mixing models.
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that the atmospheric forcing for all model runs is identical as ob-
tained from NOGAPS (see Section 2).

Monthly MLDs from KPP, GISS, MY, KT and PWP reveal similar
values in the Mediterranean Sea when using either the threshold
definition (Fig. 3a) or curvature definition (Fig. 3b). Deep MLDs
(>300 m) are produced by all models in the northeastern part
including the Aegean Sea and the South Adriatic Sea. MLDs com-
puted from the curvature of the density profiles also demonstrate
high values in these two regions for KT and PWP but not for KPP,
GISS and MY (Fig. 3b). The MLDs based on the curvature definition
tend to be shallower than those based on the threshold definition
but such differences are more evident when MLD is relatively deep,
e.g., in the eastern basin. In general, the curvature MLD algorithm
detects the first change in density relative to a very uniform mixed
layer, without any threshold of leeway below the well mixed layer.
The threshold MLD method generally returns deeper values. This
effect is amplified in regions of relatively small vertical density
change such as during winter in deep convection regions such as
the Gulf of Lyons. Relatively deep (shallow) MLDs exist in the east-
ern (western) region when using either one of the methodologies.

Differences in summer MLDs obtained from KPP, GISS, MY, KT
and PWP are also examined in August 2006 (Fig. 4) when summer
stratification results in shallower MLDs. Similar to February 2006,
all mixing models generally yield similar MLD values over the ba-
sin when using either MLD methodologies. For the threshold MLD
definition, the simulation with KT results in MLD which is typically
deeper by approx 2–3 m basin-wide in comparison to other mixing
models on August of 2006 (Fig. 4a). With the curvature MLD defi-
nition, similar features exist with minor differences (Fig. 4b). For
example, the existence of very thin mixed layers of 2–4 m is more
evident when the curvature-based MLD definition was applied.

Maps of the difference between the threshold and curvature
MLD methods for each mixed layer model are shown in Fig. 5. Since
in winter the MLD is generally deeper than in summer, and since
the difference between threshold and curvature MLD methods
are largest for deep MLDs, there are larger differences in Fig. 5



Fig. 7. An example winter profile from Gulf of Lyons (42.09�N, 5�E) during 20th February 2006 from the (a) KPP, (b) GISS, (c) MY, (d) KT, and (e) PWP mixing model runs. Plot
(f) shows profiles from all mixing models for comparison. The dashed lines in (a)–(e) represent the curvature MLD while the threshold MLD is at the bottom of the profile as
indicated inside each plot.
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for February 2006. Over most of the Mediterranean, however, the
differences are within 30 m. The outlier mixing model for February
2006 is the GISS model since it has the largest differences between
the MLD methods. This suggests that the GISS mixing model gen-
erated a near surface curvature peak earlier in the season than
the other mixing models in the red regions of Fig. 5a (for GISS).
In the Gulf of Lyons, the Adriatic Sea and in the Rhodes Gyre region,
the bulk mixing models KT and PWP tend to differ from the higher
order schemes KPP, GISS, and MY. The MLD methods differ more
for the higher order mixing schemes in those regions than do the
bulk mixing models (Fig. 5a).

The nature of the threshold versus curvature differences can be
understood by looking at the time series for 2006 from the Gulf of
Lyons shown in Fig. 6. At this location (42.09�N, 5�E) the threshold
MLD is deeper than 100 m until March whereas the curvature MLD
varies substantially. The noise in the estimates of MLD in the win-
ter and early spring is due to the nearly uniform density over the
upper ocean at that location. When the ocean is very well mixed,
all methods for determining MLD become noisy. For this reason,
we focus on the upper 100 m in Fig. 6 to highlight the differences
in MLD during spring, summer, and fall. The curvature method is
more prone for having results with a large variance under the con-
dition of a well mixed water column, since it must determine the
MLD based on very small fluctuations in curvature. In contrast,
during the summer when the upper ocean is well stratified and
there are large gradients at the base of the MLD, both threshold
and curvature methods agree. During summer the mixing models
also have a greater agreement (Fig. 6). During the fall, when cooling
occurs and the MLDs begin deepening, the mixing models begin to
differ more substantially.
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Fig. 7 shows an example profile from the Gulf of Lyons during
the winter (20th February 2006) when the curvature versus the
threshold MLD definitions differed drastically. The threshold MLD
occurred at the bottom of the profile while the curvature method
identified a MLD above 215 m for all mixing models. The threshold
MLD definition returned very deep MLDs because the variance of
the entire water column was below the threshold density value.
Fig. 8 shows how the threshold and curvature MLD methods can
differ on more typical profiles during the fall (27th October
2006) in the Gulf of Lyons. Note that the threshold MLD method
identifies the depth of the seasonal MLD, while the curvature
MLD method identifies the penetration depth of very recent mix-
ing, for all mixing models except KT. The KT model is a bulk model
Fig. 8. An example summer profile from Gulf of Lyons (42.09�N, 5�E) during 27 October 2
shows profiles from all mixing models for comparison. The solid (dashed) lines in (a)–(
and does not produce the finer scale structures found in the other
models.

A quantitative analysis of MLD differences for each model is
performed by taking the GISS mixing model run as the reference
at each grid point and averaging over the Mediterranean Sea
(Table 2). The reason for considering the GISS model as a reference
is that it results in relatively small bias in comparison to MLDs
from observed profiles (see Section 5). In general, MLDs from KPP
and MY agree better with those from GISS with bias values of
7 m in February 2006 when using the threshold definition. The
same is also true when applying the curvature definition but the
mean biases are much larger with values of 25 m for KPP–GISS
and 17 m for MY–GISS.
006 from the (a) KPP, (b) GISS, (c) MY, (d) KT, and (e) PWP mixing model runs. Plot (f)
e) represent the threshold (curvature) MLD.



Table 2
Basin-averages of MLD differences and ratios and their standard deviations for mixing
model HYCOM runs described in the text and Table 1. Differences in meters and ratio
values are computed with respect to MLDs from the GISS simulation. Basin-averaged
values of difference and ratio standard deviations are given in parentheses. Note that
unlike February 2006, summer MLDs from each model reveal almost no biases in
comparison to GISS.

February 2006 August 2006

Threshold Curvature Threshold Curvature

MLD difference (m)
KPP–GISS 7 (39) 25 (44) 2 (3) 2 (3)
MY–GISS 7 (61) 17 (43) 0 (2) 0 (3)
KT–GISS 29 (50) 47 (64) �1 (3) 0 (3)
PWP–GISS 27 (51) 41 (63) 4 (4) 4 (4)

MLD ratio
KPP/GISS 1.1 (0.4) 1.6 (1.2) 1.3 (0.3) 1.3 (0.4)
MY/GISS 1.1 (0.4) 1.4 (1.0) 1.0 (0.2) 1.1 (0.3)
KT/GISS 1.3 (0.5) 2.0 (1.8) 1.1 (0.3) 1.0 (0.3)
PWP/GISS 1.3 (0.5) 1.9 (1.8) 1.5 (0.4) 1.6 (0.6)
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During February 2006, when the MLDs are deeper, the KPP and
MY have smaller average and standard deviation differences with
GISS than do the bulk parameterization mixing models KT and
PWP. The difference between the bulk mixing models (KT and
PWP) and the higher order mixing models (KPP and MY) is larger
for the curvature MLD definition. The average threshold difference
goes from 7 m for KPP–GISS to 29 for KY–GISS a 120% increase
while the average curvature difference goes from 25 m for KPP–
GISS to 47 for KY–GISS a 200% increase. This is because the bulk
mixing models do not produce the correct vertical gradients that
the higher order mixing models have. The difference in profile
shape, between the higher order mixing models and the bulk mod-
els, can be seen in Fig. 8f.

Because winter MLDs are much deeper than summer MLDs, for
a fair comparison basin-averaged MLD ratios with respect to GISS
are calculated in addition to mean biases (Table 2). MLD ratios
are generally similar during February and August. The smallest ra-
tios are found for KPP and MY in February, but MLDs from MY and
KT are closest to those from GISS in August as evident from ratio
values of unity. Thus, the answer to the question (1) in the intro-
duction is that while all mixing models clearly show similar MLD
patterns in the Mediterranean Sea, differences among the models
can be large in some regions, with MY generally being very close
to GISS. In addition, changing the definition in determining MLD
can alter the predictive skill of a given mixing model especially
in February 2006, which is an answer to the question (4) listed in
this section.
4.2. Mixing model difference case studies

To demonstrate mixing model differences we consider two
locations in the Mediterranean Sea. The first is in the Gulf of Lyons
at 42.09�N and 5�E and the second is located in the Rhodes Gyre
region at 36.1�N and 28.68�E. Both regions produce deep mixing
convection and the mixing models have MLD differences as seen
in Fig. 5. Fig. 9 shows a time series of total surface heat flux (Qtot)
in W m�2 with the convention that positive is a downward heat
flux. Plotted below the heat flux is subsurface temperature differ-
ence (KPP–KT) over the upper 150 m. The general trend is that
the subsurface temperature differences between KPP and KT model
runs are small in the winter (Figs. 9 and 12). The exception is in the
Rhodes Gyre during January 2003 (Fig. 12). In both the Gulf of
Lyons and the Rhodes gyre regions, subsurface differences between
the mixing models begins to increase after cooling events in the
summer. The differences increase in vertical depth range, getting
deeper through the fall as deep convection begins to occur. After
the winter time deepening of the mixed layer, the mixing model
results do not differ much until the spring warming occurs. At
the beginning of September 2003 there was a strong cooling event
that resulted in the KT run becoming cooler in the near surface and
warmer below by mid September. In effect, the KPP cooled the
upper ocean more slowly that the KT run (Fig. 9).

Over a five day period at the start of September 2003, Fig. 10
shows the evolution of each mixing model for a profile in the Gulf
of Lyons. During this strong cooling event all models behaved sim-
ilarly. During 2006 also in early September, warming conditions
with the KT mixing model behaved substantially differently,
resulting in a large cool anomaly below the mixed layer (Fig. 11).

In the Rhodes Gyre region, 36.1�N, 28.68�E, the seasonal differ-
ences between mixing models is different. In Fig. 12, we see that
the mixed layer is cooler in the KPP mixing model than the KT
model in the summer while below the MLD KPP is warmer extend-
ing into the fall. Fig. 13 shows in detail a warming event at the
beginning of August where the KPP mixing model showed large
shoaling of the mixed layer not found in the other mixing model
results. For the rapid cooling event in mid October 2006 (Fig. 14),
all models behaved similarly except for the PWP mixing model that
cooled more strongly in the near surface and below the MLD.
5. MLD comparisons with observation profiles

HYCOM allows one to examine temporal variability of MLD at
approximately 3.5 km resolution in the Mediterranean Sea. In
these analyses, the performance of five mixing models in the
eddy-resolving model was quantified when the model used the
same atmospheric forcing for all simulations. As expected, system-
atic errors in determining the MLD may occur due to several rea-
sons, including inaccuracies in the atmospheric forcing. This
could limit fair evaluation of a given mixing model. In addition,
no independent data set was used for validating MLD from each
mixing model in Section 4. Therefore, we will further present a val-
idation study to determine the predictive capability of KPP, GISS,
MY, KT and PWP in determining MLD. This is accomplished using
many individual T and S profile observations made in the Mediter-
ranean Sea during 2003–2006.
5.1. Profile data and quality control

In situ T and S profiles were acquired from three data sources:
(1) Argo float data (Gould et al., 2004), (2) the US Navy’s Master
Oceanographic Observation Data Set (MOODS) (Teague et al.,
1990), and (3) the World Ocean Database 2005 (WOD05) (Boyer
et al., 2006). A breakdown of the number of profiles by month
and year is given in Table 3.

For the analysis, we combine 4 years of data from 2003 to 2006
and compute MLDs from each individual T and S profile. For this
study the WOD05 data ended in January 2005 while the MOODS
data continued through 2006. As a result, more than twice the T
and S profiles are from MOODS than WOD05 (1025 for MOODS ver-
sus 480 for WOD05). In summary, there are a total of 3976 profiles
from which MLD is computed and analyzed.

While the profile data we use in this paper are quality con-
trolled as obtained from their original sources, errors still exist.
In addition, since a major goal is to examine the performance of
each mixing model in predicting MLD, there are vertical sampling
requirements that not all profiles meet. For these reasons, addi-
tional procedures are performed to edit the T and S profiles that
will be used for validation. Our procedures are designed to identify
problems that may compromise the integrity of the comparisons.

All profiles must pass the following tests: the first depth level in
a given profile must be less than 10 m. This is required for



Fig. 9. One year time series for a point in the Gulf of Lyons located at 42.09�N, 5�E for 2003 and 2006 of (a) total surface flux (Qtot) positive into the ocean in W m�2 and
subsurface temperature differences for KPP–KT versus depth in �C for (b) 2003 and (c) 2006. In (a) the black line is Qtot for 2003 and the blue line is Qtot for 2006.
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computation of MLD because if a profile starts too deep, the MLD
may be missed entirely. The maximum first depth, however, needs
to be deeper than 5 m because that is the starting depth of most
Argo profiles. To avoid very near surface heating effects, which
tend to be independent of the MLD, the MLD algorithms start look-
ing for the MLD at the first profile depth below 5 m. As a result, the
minimum MLD for a given profile can be anywhere from 5 m to
10 m, depending on the depth sampling of the profile. Profiles must
have at least three depth levels. In very rare cases where the water
depth is very shallow three depth levels may be able to identify the
existence of a MLD. Profiles must have depth levels that are mono-
tonically increasing. Profiles must be in the ocean. In a few cases,
the profile location is on land according to the bathymetry of the
model at the nearest grid point. The land-sea boundary in HYCOM
is set at 5 m, i.e., water depths <5 m are excluded and considered as
land.
In our analysis observed profiles must not have depth sampling
gaps >40 m for the depth range P0 and <150 m, 80 m for the depth
range P150 m and <300 m, and >200 m for the depth range >300.
The allowable gaps increase with depth because some MOODS pro-
files are sub-sampled at deep levels to save memory, resulting in
coarse sampling at depth. The upper level limit of 150 m is chosen
because most XBTs reach at least this depth. Many XBTs are de-
signed for 200 m but some do not make it that deep.

It is also important to emphasize that a given density profile can
end at a depth of, say 200 m, but MLD can reach a depth >200 m.
For this case, any given MLD criterion can mistakenly detect MLD
as the lowest bottom depth level, i.e., 200 m. Thus, in our proce-
dures, if the MLD computed using threshold and curvature meth-
odologies from observed profiles occurs within 10 m of the last
depth sample and the bottom depth of the water is more
than ± 50 m away, the MLD value for that profile is not considered.



Fig. 10. An example profile located in the Gulf of Lyons in the same location as in Fig. 9 for a five day interval starting 31st August 2003 for (a) KPP, (b) GISS, (c) MY, (d) KT, and
(e) PWP mixing models. The dashed-dot vertical curve represents the model profile at 31st August and the solid vertical curve is for 4th September. In (f) the difference
between the beginning and ending profiles are shown for the five mixing models denoted in the legend. In (a)–(e) the horizontal dashed-dot line represents the curvature
MLD while the horizontal solid line represents the threshold MLD. The number with units of kW h m�2 in (a)–(e) represents the integral of the net heat flux, Qtot, for the five
day interval from the corresponding mixing model. The negative values indicate that the sea surface is cooling during this time.
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This is only applied to the observation profiles from MOODS, ARGO
and WOD05.

5.2. MLD validation for models

We compare MLDs obtained from observed potential density
profiles with those simulated by each mixing model (KPP, GISS,
MY, KT and PWP). First, the observed and quality controlled T
and S profiles are matched in space and time to the T and S pro-
files from each model case interpolated to the observation depth
levels. Potential density is then computed from all T and S profile
pairs. Finally, both the threshold and curvature MLDs are com-
puted from both the observation and model potential density
profiles.

In Section 2, it was indicated that there are a total of 20 hybrid
layers in the model, and these vertical layers in HYCOM move in
time and space. Vertical sampling of density values from the model
can affect MLD from each mixing model since an interpolation is
performed between the two layers in determining the depth of
mixed layer. However, the layers in HYCOM are 3–10 m thick near
the surface and track the density in the ocean interior so the MLD
calculation should be relatively accurate. The situation can be
much worse for observational profiles, where the sampling pattern
is not physically-based. Thus, we also apply another flag which



Fig. 11. An example profile located in the Gulf of Lyons in the same location as in Fig. 10. Each panel is also in the same format as in Fig. 10 except that the five day interval
starts on 1st September and ends on 5th September 2006 and is during a warming period.
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identifies the quality of the profiles based on the vertical resolu-
tion, so that model MLD errors can be quantified based on the ver-
tical depth sampling quality.

A total of four categories for the vertical depth sampling quality
are given in Table 4. Level 1 is the strictest category, with levels 2,
3, and 4 having increasingly weaker depth sampling requirements.
For the validations of the mixing models, we first classify each den-
sity profile obtained from ARGO, MOODS and WOD05 data sets
based on the vertical depth sampling qualities of levels 1–4. We then
sample the model at the same depths which are present in the obser-
vational profiles and compute the MLD from the sampled profile.

Evaluations of each mixing model are performed on all vertical
resolution levels shown in Table 4 to examine whether or not the
validation statistics change depending on how fine/coarse the pro-
file resolution is when determining the MLD. The comparisons are
performed using the following statistical metrics: mean error (ME),
root-mean-square (RMS) difference, correlation coefficient (R) and
normalized RMS (NRMS). These metrics are computed based on the
time series of MLD between observations and models as follows:

ME ¼ Y � X; ð1Þ

RMS ¼ 1
n

Xn

i¼1

ðYi � XiÞ2
" #1=2

; ð2Þ

R ¼ 1
n

Xn

i¼1

ðXi � �XÞðYi � �YÞ
,
ðrXrY Þ; ð3Þ

NRMS2 ¼ 1
n

Xn

i¼1

ðYi � XiÞ
Xi

� �2

ð4Þ



Fig. 12. One year time series at a point in the Rhodes gyre region located at 36.1�N, 28.69�E for 2003 and 2006 of (a) total surface flux (Qtot) positive into the ocean in W m�2

and subsurface temperature differences for KPP–KT versus depth in �C for (b) 2003 and (c) 2006. In (a) the black line is Qtot for 2003 and the blue line is Qtot for 2006.
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where X and Y denote observed and simulated MLDs, respec-
tively. The NRMS is used in addition to the other traditional sta-
tistical metrics since it reduces skewness in the distribution of
the errors. In other words, the standard deviation for mixed layer
too shallow is much less than the standard deviation for mixed
layer too deep without normalization. For example, winter MLDs
are usually deeper and have larger standard deviations than sum-
mer MLDs.

The resulting statistical values between observed and simulated
MLDs are provided in Fig. 15 for the threshold MLD and in Fig. 16
for the curvature MLD definition. Computations are performed for
resolution levels 2–4, separately since the number of profiles is dif-
ferent for each one. Level 1 edited profiles are not used since only
235 profiles passed that level of resolution quality, while levels 2, 3
and 4 had 453, 3492, and 3652 profiles, respectively.
The results shown in Figs. 15 and 16 indicate that the GISS mix-
ing model performs the best relative to observation profiles and
has the lowest RMS, ME, and NRMS for both threshold and curva-
ture MLD definitions. Both KPP and MY mixing models have
slightly larger errors. The bulk mixing models, KT and PWP have
substantially larger errors. This increase in error is even greater
for the curvature MLD definition. For both MLD definitions, mean
errors between observed and simulated MLDs are small with val-
ues of <10 m, in general.

Mean error and RMS differences for the MLD increase when
coarser vertical depth sampling qualities (e.g., levels 3 and 4) are
applied. This indicates that specifying the vertical depth sampling
quality of profiles can have an impact on determining the MLD. In
addition, the use of a curvature methodology rather than the
threshold methodology can also alter the validation results as



Fig. 13. An example profile located in the Rhodes gyre region in the same location as in Fig. 12 for a five day interval starting 1st August 2003 for (a) KPP, (b) GISS, (c) MY, (d)
KT, and (e) PWP mixing models. The dashed-dot vertical curve represents the model profile on 1st August and the solid vertical curve is for 5th August. In (f) the difference
between the beginning and ending profiles are shown for the five mixing models denoted in the legend. In (a)–(e) the horizontal dashed-dot line represents the curvature
MLD while the horizontal solid line represents the threshold MLD. The number with units of kW h m�2 in (a)–(e) represents the integral of the net heat flux, Qtot, for the five
day interval from the corresponding mixing model. Positive values indicate warming at the sea surface.
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evident from ME, R and NRMS values. The performance of the mix-
ing models, however, is similar for each MLD methodology. In the
case of level 4, the lowest threshold RMS values are 44 m and 46 m
for GISS and MY, respectively. The same is true for the curvature
RMS with values of 36 m and 39 m. The RMS error values for the
curvature MLD are smaller than those for the threshold MLD.

Example observation profiles for the Gulf of Lyons are shown in
Fig. 17. During February (Fig. 17a) there is a drastic difference be-
tween the observed threshold and curvature MLD. This is because
the whole water column is well mixed and the MLD definitions are
unable to detect the MLD, though the threshold MLD is more rep-
resentative. During October (Fig. 17b) the observation has a sharp
gradient at the base of the mixed layer while only the KPP profile
has a sharp gradient but at the wrong depth. The example in
Fig. 17b is representative of the fall season in the Gulf of Lyons,
in that cooling conditions that drive the thermocline deeper are
more difficult for HYCOM to reproduce and the mixing models
have the largest differences.
6. Summary and conclusions

Through the use of five mixing models (KPP, GISS, MY, KT and
PWP), we examined the variability of MLD in the Mediterranean
Sea from 2003 to 2006. All models were run using the same high
temporal resolution (3 h) atmospheric forcing. The resulting



Fig. 14. An example profile located in the Rhodes Gyre region in the same location as in Fig. 12. Each panel is also in the same format as in Fig. 13 except that the five day
interval starts on 16th October and ends on 20th October 2006 and is during a surface cooling period.

Table 3
Total number of T-only and T and S profiles for each month for 2003–2006.

Month Type January February March April May June July August September October November December Total

2003 T 0 3 3 7 29 41 40 40 119 83 72 5 442
2003 T and S 38 41 44 29 43 31 47 41 51 76 65 63 569
2004 T 14 20 16 15 39 39 12 69 164 421 322 276 1407
2004 T and S 71 54 73 62 53 58 60 52 114 124 80 86 887
2005 T 314 212 113 67 175 95 0 4 27 81 193 76 1357
2005 T and S 87 94 119 105 94 86 99 81 65 96 106 110 1142
2006 T 3 57 14 81 3 14 22 32 24 117 190 30 587
2006 T and S 97 113 119 135 153 125 108 90 93 114 119 112 1378
Total T 331 292 146 170 246 189 74 145 334 702 777 387 3793
Total T and S 293 302 355 331 343 300 314 264 323 410 370 371 3976
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Table 4
Vertical depth sampling quality used for determining the MLD. The maximum
allowable vertical distance between two data levels, over three depth ranges are
shown for four level categories. For example, level 1 profiles have vertical resolution
of (i) 65 m from the surface to 150 m, (ii) 610 m between 150 m and 300 m, and (iii)
620 m for the rest of the profile.

Depth range Level 1 (m) Level 2 (m) Level 3 (m) Level 4 (m)

0–150 m 5 10 25 40
150–300 m 10 20 50 80
Above 300 m 20 40 100 200
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subsurface temperature and salinity fields were then processed to
obtain MLD. Because MLD determination can vary depending on
the definition used, we applied two different methodologies. To
investigate the sensitivity of model-data comparisons to depth
sampling, the vertical sampling quality of the observation profiles
was varied. Additional observation selection procedures were also
applied to ensure robustness of the results.

A goal of this paper is to answer four questions, three listed in
the introduction and one listed in Section 4:

(1) Which mixing model is suitable for simulating MLD in the
Mediterranean Sea? While all five models (KPP, GISS, MY,
KT, and PWP) performed well, the GISS mixing model as
Fig. 15. Validation result using the threshold MLD definition for (a) RMSE, (b) ME, (c) mo
at the bottom of each plot. The bar graph colors represent data editing levels 2, 3, and 4
implemented in NYCOM for the Mediterranean Sea had the
lowest errors when evaluate against observations using both
threshold and curvature MLD definitions.

(2) Are there substantial differences among the mixing models?
While statistical values for the validation are quite similar,
GISS and MY slightly outperform others. The bulk mixing
models (KT and PWP) have substantial accuracy deficiencies
relative to the higher order mixing models (KPP, GISS, and
MY). The accuracy differences between the higher order
models are considerably smaller. The added computational
expense of MY mixing model does not seem to be justified
based on the results of this experiment.

(3) What are the errors in MLD associated with each model? The
modeled MLDs are slightly deeper than observed ones,
which may be due to submesoscale processes not repre-
sented in any of the mixing models. The mean bias error
(ME) tended to be less than 10 m for the higher order mixing
models (KPP, GISS, and MY) while the bulk mixing model ME
is 15 m or more. The RMS error for the higher order mixing
models is �40 m while it is �50 m for the bulk mixing
models.

(4) Do results change when the simulations are evaluated with
different MLD definitions (threshold versus curvature)? The
bulk mixing models (KT and PWP) had substantially larger
del standard deviation (rmodel), (d) R and (e) NRMS for each mixing model indicated
as indicated in the legend.



Fig. 16. Validation result using the curvature MLD definition for (a) RMSE, (b) ME, (c) model standard deviation (rmodel), (d) R and (e) NRMS for each mixing model indicated
at the bottom of each plot. The bar graph colors represent data editing levels 2, 3, and 4 as indicated in the legend.

Fig. 17. Example observation profiles (red curves) from the Gulf of Lyons region on (a) 27th February 2006 and (b) 24th October 2003. The black curves are model results for
the same time and location as the observation for the five mixing model case shown in the legend, which identifies the line-style. The red horizontal lines are the threshold
MLD (solid red) and the curvature MLD (red dashed-dot) from the observation profile. The black horizontal lines are the threshold MLD (solid black) and the curvature MLD
(black dashed-dot) from the KPP mixing model case.
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errors particularly for the curvature MLD definition. This
suggests that the bulk mixing models do a poorer job of cap-
turing the vertical gradient of the observed profiles.

We also demonstrate that care must be taken in determining
the allowable vertical gaps in observation profiles before perform-
ing model-data comparisons. Large vertical data gaps can cause
misleading results when used in model validation. This was dem-
onstrated with the use of four different vertical sampling quality
levels.

With regard to vertical gradient and shape characteristics, the
higher order mixing models (KPP, GISS, and MY) tended to outper-
form the bulk formulation mixing models (KT and PWP). Deficien-
cies in profile shape have a bigger impact when using the curvature
MLD definition.
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