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1. Introduction

The Caspian Sea has several unique characteristics, making it a very challenging enclosed body of water for examining seasonal variations of upper ocean variables. It consists of three distinct basins (north, central and south regions), having their own physical conditions and biological diversity. The northern part of the Caspian Sea covers about 25% of the total surface area. The Caspian Sea has no connection to any other major ocean basin. Upper ocean variables, such as surface salinity and currents, are therefore locally determined by the seasonal varying impacts of river discharge, evaporation and precipitation in addition to heat and momentum fluxes. Long-term climatic effects are of particular importance in the Caspian Sea as well. For example, Rodinov (1994) relates variations in sea level to cycles of North Atlantic Oscillation (NAO).

There are many small and large rivers (nearly 130), but the majority of them have small discharge rates. The largest inflow of fresh water comes from the Volga River (Fig. 1). It accounts for about 80% of the climatological mean river discharge of about 250 km³ yr⁻¹ (Kosarev and Yablonskaya, 1994). The outflow in the Caspian Sea is mainly by evaporation at the sea surface and to Kara-Bogaz. The sea level in the Caspian Sea displays a clear seasonal cycle, generally reaching its lowest seasonal value in winter and increasing during May–July, following the spring floods (e.g., Domroes et al., 1998). Thus, it is mainly a function of evaporation–precipitation (Rodinov, 1994) and these local effects can be important in predicting the upper ocean variables.

The Northern Caspian Sea is very shallow, with average depths shallower than 5 m. Having a large extent of shallow water over most of the coastal regions in the Caspian Sea points to the importance of properly representing stratification and mixing processes, which can be influenced by atmospheric forcing. Since greater constraints need to be imposed in the formulation of boundary fluxes in an enclosed basin in comparison to a semi-enclosed or open ocean, improperly accounting for mass or buoyancy fluxes could lead to unrealistic estimates of total stored heat, salt and mass in a numerical ocean model of the Caspian Sea.

Despite its small size, the above mentioned factors make the Caspian Sea a challenging region to investigate the impact of various variables, such as river discharge, heat and freshwater fluxes, on the seasonal variations of salinity. There are several...
operational atmospheric models from which heat and freshwater fluxes at the sea surface can be obtained. Examples of such models include 1.125 × 1.125 resolution European Centre for Medium-Range Weather Forecasts (ECMWF) 40-year Re-Analyses (ERA-40) and 1.875 × 1.875 resolution National Centers for Environmental Predictions (NCEP) Re-Analysis. On the other hand, their grid resolutions are too coarse to resolve many small scale features for the relatively small Caspian Sea which is ≈ 7000 km² in width. For this reason, the use of much finer horizontal resolution products is of particular importance. In addition, the general circulation in the Caspian Sea is reported to be cyclonic based on both indirect estimates of currents (floats, bottles or dynamical methods), and a few hydrodynamic interpretations (Terziev et al., 1992; Bondarenko, 1993). However, results from these studies are limited in time and space. Thus, there is lack of information about upper ocean quantities in the Caspian Sea, making an eddy-resolving ocean model essential to examine the spatial and temporal variability of various variables over the seasonal cycle.

Given the lack of reliable eddy-resolving numerical ocean models for investigating the main oceanographic features in the Caspian Sea, including their dynamical and physical processes, there is a strong motivation to develop one, which is one major focus of this study. Therefore, we introduce a fine resolution Caspian Sea model and use it to study the main oceanic features in the region. The model combines the advantages of different coordinate systems within a single framework to allow for the optimal coordinate choice in simulating coastal and open ocean features in the Caspian Sea. Along these lines, the main objectives of this paper are to examine (1) the general and mesoscale ocean circulation features over the seasonal cycle, and (2) the impact of rivers, evaporation, precipitation and salt fluxes on the sea surface salinity (SSS).

2. Caspian Sea HYCOM

While a fine resolution ocean model is essential due to reasons mentioned above, at present, the enclosed Caspian Sea is a forgotten component of a global ocean system. It is included neither in high resolution eddy resolving ocean models nor in existing operational models. Examples of such fine resolution models are provided in Table 1. In addition, the existing modeling studies in the Caspian Sea have been limited in scope. Earlier studies used shallow water and diagnostic models, which have very coarse resolutions (e.g., Shkudova, 1973).

Here, we introduce a HYbrid Coordinate Ocean Model (HYCOM) configured for the Caspian Sea. The model is based on a primitive-equation formulation (Bleck, 2002). It contains five prognostic equations: two for the horizontal velocity components, a mass continuity or layer thickness tendency equation and two conservation equations for a pair of thermodynamic variables, such as salt and potential temperature or salt and potential density.

HYCOM uses a generalized (hybrid isopycnal/terrain-following (σ)/z-level) coordinate system. In particular, it behaves like a conventional σ (terrain-following) model in very shallow oceanic regions, like a z-level (fixed-depth) coordinate model in the mixed layer or other unstratified regions, and like an isopycnic-coordinate model in stratified regions (e.g., Bleck, 2006). The model uses the layered continuity equation to make a dynamically smooth transition to z-levels in the unstratified surface mixed layer and σ—levels in shallow water. The optimal coordinate is chosen at every time step using a hybrid coordinate generator. The model presented here is a stand-alone ocean model with no assimilation of any ocean data, including SST, and no relaxation to any other data except SSS to keep salinity balance on track as will be explained later.

2.1. General features

The Caspian Sea HYCOM is set up with a grid resolution of 1/25 cos(lat) × 1/25° (latitude × longitude) on a Mercator grid. Zonal and meridional array sizes in the model are 354 and 204, respectively. The Mercator grid has square cells with a resolution of 0.04 × cos(lat) × 111.2 km. This corresponds to 3.5 km resolution at the southern regions (at 38° N) and 3.1 km resolution at the northern regions (at 46° N). Thus, the average grid resolution can be considered as ≈ 3.3 km.

Table 1 Examples of OGCMs excluding the Caspian Sea.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>OGCM</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/32</td>
<td>NRL Layered Ocean Model</td>
<td>Shriver et al. (2007)</td>
</tr>
<tr>
<td>1/16</td>
<td>Mediterranean Forecasting System(MFSTEP)</td>
<td>Pinardi et al. (2003)</td>
</tr>
<tr>
<td>1/12</td>
<td>Danish Meteorological Institute (DMI)</td>
<td>Buch and She (2005)</td>
</tr>
<tr>
<td>1/12</td>
<td>HYbrid Coordinate Ocean Model (HYCOM)</td>
<td>Wallcraft et al. (2008)</td>
</tr>
<tr>
<td>1/8</td>
<td>Navy Coastal Ocean Model (NCOM)</td>
<td>Barron et al. (2006)</td>
</tr>
<tr>
<td>1/3</td>
<td>MERCATOR</td>
<td>Ferry et al. (2007)</td>
</tr>
<tr>
<td>1</td>
<td>Forecasting Ocean Assimilation Model (FOAM)</td>
<td>Belt et al. (2006)</td>
</tr>
</tbody>
</table>
The model is configured with 30 vertical $\sigma-z$ (hybrid) layers. In water deeper than 55 m, the top layer is 1 m thick and each subsequent layer is $1.1898 \times$ thicker than the one above to form a set of $z$-levels with the 14th interface at 55 m and, at the deepest point, the 29th interface at 809 m with the bottom at 1010 m. The scale factor of 1.1898 is chosen to get 30 layers to cover about 1000 m. In water between 55 and 11 m deep, only the top 14 layers are active and they are all scaled by the depth to form a terrain-following $\sigma$-coordinate. For example, if the depth is 27.5 m (11 m) the top layer is 50 cm (20 cm) thick. Shallower than 11 m, the coordinate switches back to $z$-level with the top layer now always 20 cm thick. This configuration is depicted in Fig. 2, which shows the flat $z$-levels in deep water, the $\sigma-$coordinate over the shelf, and flat $z$-levels again in the shallow water north of 45 N. Note that HYCOM's hybrid coordinate allows partial cells (i.e., the bathymetry can take any value, not just $z$-levels), and that layers below the bottom are actually treated as zero thickness layers. This does not affect the solution, but it means that all 30 layers are included in the computation at all sea points.

The Caspian Sea HYCOM simulations use realistic bottom topography constructed from a local data set (Ibrayev, personal communication, 2007). After interpolation to the model grid, the final topography was smoothed twice with a 9-point smoother (Fig. 3). This was necessary to reduce topographic energy generation at small scales poorly resolved by the model. The Northern Caspian Sea is relatively shallow with an average depth of approximately <5 m, gradually deepening towards the interior. In the central region, depths are typically >500 m.

![Fig. 2. Meridional cross-section of climatological mean salinity (psu) in August from the eddy-resolving 3.3 km resolution HYCOM simulation at 49.28 E. Layer numbers in the model are also provided. In the figure only the top 14 layers are shown.](image)

![Fig. 3. Bottom topography (m) of the Caspian Sea. The model land-sea boundary is set at 2 m and shown in light tan. (a) Full bathymetry (m) and (b) Shallow regions (m).](image)
The southern basin is the deepest part in the region with a maximum depth of 1010 m. Having such topographical features makes the Caspian Sea an ideal laboratory as a test-bed region for studying the combined effects of coastal and open ocean processes.

The mean sea level is set at $-27.9$ m, with the model coastline at the 2 m isobath (i.e., at $-29.9$ m) and all depths between 2 and 4 m changed to 4 m. The value of $-27.9$ m is representative of yearly Caspian Sea level time series. Some small inland water regions along with Kara-Bogaz are shown in light tan in Fig. 3. These areas are excluded from the model domain because using the 2 m isobath as the coastline, they had no connection to the main body of water and thus would have little effect on the basin as a whole. A standard thermodynamic energy-loan ice model is included in HYCOM. Since it is not a dynamic ice model, the ice does not move with the wind and ocean currents. However, HYCOM does include the effects of ice formation and melting on SSS.

2.2. Model initialization

The Caspian Sea HYCOM is initialized using monthly mean temperature and salinity climatologies obtained from Ibrayev et al. (2001). The original resolution of these climatologies is $0.25 \times 0.20$. The vertical depth levels are at 0, 5, 10, 15, 20, 25, 30, 50, 75, 100, 125, 150, 200, 250, 300, 400, 500, 600, 800. For simplicity we only show the basin-averaged temperature and salinity profiles extending down to 500 m (Fig. 4). The Caspian Sea has very low salinity (fresh to 12–13 psu), which is about a third the typical salinity of seawater (35 psu). In deep waters, salinity varies little with depth (Kosarev and Tuzhilkin, 1995). Temperature gradually drops with depth, while salinity is constant $\approx 11.8$ psu below 50 m. HYCOM’s equation of state is a relatively low order polynomial, cubic in temperature and quadratic in salinity, that has been optimized for potential temperature in the range $-2$ to 40 °C and salinity in the range 18–38 psu. Fortunately, this polynomial happens to also be a good fit to the equation of state near 12 psu. However, at 0 psu the potential density is typically 0.05–0.1 kg m$^{-3}$ too high or the equivalent of a salinity difference of about 0.06–0.12 psu. This level of difference is negligible relative to other factors in the simulation.

In the model there is a relaxation to monthly mean SSS climatology of Ibrayev et al. (2001) to prevent drift in time and to keep the salinity balance on track. Based on several tests, the reference mixed layer thickness for the SSS relaxation is 30 m (30 days in 30 m e-folding time). The actual e-folding time depends on the mixed layer depth (MLD) and is 30 days $\times$ MLD/30 m, i.e., it is more rapid when the MLD is shallow and less so when it is deep. The effective e-folding time is shorter, i.e., effective relaxation is stronger for shallower MLD. The coefficient of relaxation is constant, but its effect depends on the MLD.

2.3. Atmospheric forcing and river inflow

HYCOM reads in the following time-varying atmospheric forcing fields: wind forcing (zonal and meridional components of wind stress, wind speed at 10 m above the sea surface) and thermal forcing (air temperature and air mixing ratio at 2 m above the sea surface, precipitation, net shortwave radiation and net longwave radiation at the sea surface). Monthly climatological means of these wind and thermal atmospheric forcing variables were formed based on 6 hourly data from ERA-40 (Uppala et al., 2005). The years prior to 1979 were not used in computing the means since there was relatively little data assimilated into the ERA-40 re-analysis before this time. Thus, monthly mean climatologies are constructed during the time period of September 1979–August 2002. For the model simulations, 6 hourly intra-monthly anomalies are added to the monthly wind climatologies. Details of adding anomalies are described in an earlier study by Kara et al. (2005a).

The model treats rivers as a runoff addition to the surface precipitation field. The flow is first applied to a single ocean grid point and smoothed over surrounding ocean grid points, yielding a contribution to precipitation in m s$^{-1}$. There are three major rivers used in the model simulations, and these are the Volga, Kura and Ural. Note that the Volga River discharges into the Caspian Sea at five locations. Monthly mean discharge rates for

![Fig. 4. Annual mean of basin-averaged temperature (°C) and salinity (psu) profiles in the Caspian Sea. Taken from the Ibrayev et al. (2001) climatology.](image-url)
2.4. HYNOM simulations

The model first ran for 5 years until statistical equilibrium was reached and then extended for another 4 years. The same climatological atmospheric forcing was used for the entire 9-year simulation. A linear regression analysis was performed for domain averaged quantities (layer temperature, salinity, potential and kinetic energy, etc.) to investigate statistical equilibrium in each layer. The Caspian Sea HYNOM is deemed to be in statistical equilibrium when the rate of potential energy change is acceptably small (e.g., < 1% in 5 years) in all layers.

There are several mixed layer sub-model options in HYNOM. Their implementation, details and evaluations are presented in Halliwell (2004) and Kara et al. (2008). In all Caspian Sea HYNOM simulations presented in this paper, the K-profile parameterization (KPP) of Large et al. (1997) is used. Investigating the impact of various mixing schemes is beyond the focus of this paper.

All model results presented in the following sections are based on either daily or monthly means that were constructed from the last 4 years of the simulations. At least a 4-year mean was needed because the eddy-resolving 3.3 km resolution Caspian Sea HYNOM is non-deterministic due to flow instabilities at this resolution. Note that performing a 1-month (1 year) HYNOM Caspian Sea simulation takes \( \approx 45 \text{ min (9 h)} \) on 64 HP/Compaq SC45 processors.

3. Upper ocean variables in the Caspian Sea

3.1. Sea surface circulation

The knowledge about the surface circulation features in the Caspian Sea is very limited. A small amount of observations near the coastal regions exists. The sea surface circulation based on the available data is described in an earlier study by Kosarev and Yablonskaya (1994). That study explains that surface winds are primarily responsible for controlling the sea surface circulation in the Northern Caspian Sea. Satellite altimeter data could be used to examine if HYNOM is able to reproduce the observed sea level variability, and thus provide a measure of the realism of the circulation. However, that is beyond the scope of this paper and a topic of future study.

Annual mean sea surface currents from the Caspian Sea HYNOM simulation are shown in Fig. 6. The climatological annual mean is obtained by averaging currents over all days using the last four model years. Previously, Kosarev and Yablonskaya (1994) revealed the existence of southward currents along the western part of the basin in the mid-Caspian Sea, a feature evident in the HYNOM simulation as well. One of the most distinct features noted from Fig. 6 is that there are generally weak (strong) currents in the north (south). In particular, currents can be a weak as a few cm s\(^{-1}\) in the north, while they can reach a strength of tens of cm s\(^{-1}\) in the south.

Seasonal variations of sea surface currents reveal the existence of a few well-organized eddies over the basin (Fig. 7). These are located near the southwestern coast and western side of the central region over a majority of the months. A few meanders, small coastal eddies and dipole structures are also noted. The Rossby radius of deformation in the Caspian Sea is \( \approx 15–20 \text{ km} \) (e.g., Baidin and Kosarev, 1986). Thus, the radii of coastal eddies in the model can be a few multiples of the radius of deformation. These eddies are especially prevalent in the western part of the region. The circulation in the mid-Caspian Sea is generally cyclonic during winter. There are also strong coastal currents flowing along the southeasternmost coast of the region.

In the central Caspian Sea, the circulation is mostly cyclonic (southward current along the western coast and northward current along the eastern coast) during winter (e.g., in January). Beginning in February, a southward current starts to develop along the eastern coast of the sea. There is generally a very strong Ekman current flowing from the eastern side of the sea to the interior associated with the upwelling along the eastern side during summer. This is always evident in June, July and August. Such currents are also noted in September and October and can reach the western coast of the southern basin. Another striking pattern evident from monthly surface currents is the anticyclonic
circulation in the interior of the central Caspian Sea. This anticyclonic gyre begins to develop in August and preserves its structure until the end of the December. Since the gyre is located over the deep depression of the bathymetry there, it is speculated that this feature is strongly controlled by bathymetry. There is no clear evidence of its existence based on the available observational data.

In the Southern Caspian Sea, there is a cyclone centered near \(38^\circ N, 51^\circ W\). The intensity of this gyre is stronger during winter. There is a southward current along either side of the Southern Caspian Sea, and the intensity of currents along the eastern coast weakens in winter months. However, starting from August these currents become more intense. Previously, Knysh et al. (2008) have also used an ocean model to examine the seasonal circulation dynamics of the Caspian Sea. Consistent with that study, the southward current in the western region is evident from the HYCOM simulation as well. The southward current along the eastern coast of the South Caspian Sea is also revealed by both models. HYCOM also shows a persistent cyclonic circulation centered at \((\approx 38^\circ N, 51^\circ W)\) over the southernmost part of the Caspian Sea in May, in agreement with the one reported by Knysh et al. (2008). However, the location of the gyre in HYCOM is displaced a little bit to the north.

### 3.2. Heat and freshwater fluxes

In this section, seasonal variations of the net heat and freshwater fluxes at the sea surface are examined, along with their contributions to buoyancy fluxes. For simplicity, only monthly means will be shown. However, basin averages of daily fluxes will also be presented to demonstrate high frequency variations in these fields.

Before presenting results, we first provide a summary of how these fluxes are computed in the eddy-resolving Caspian Sea HYCOM. The net surface heat flux that has been absorbed (or lost) by the upper ocean is parameterized as the sum of the downward shortwave radiation, upward longwave radiation and the downward latent and sensible heat fluxes. Details of these computations are provided in the Appendix. Net freshwater flux is

![Fig. 7. Monthly mean surface currents obtained from the 3.3 km resolution climatologically forced Caspian Sea HYCOM simulation. The length of the reference velocity vector is 10 cm s\(^{-1}\). As in Fig. 6, the velocity vectors are sub-sampled for plotting purposes.](image-url)
expressed as $P-E$, where $P$ is the precipitation due to rain $(\text{m s}^{-1})$, and $E$ is the evaporation $(\text{m s}^{-1})$. Note that $P-E$ is multiplied by water density to have the flux form (see below) so it has units of kg m$^{-2}$s$^{-1}$. However, only the flux's effect on salinity is included. $E$ is calculated using simulated latent heat flux based on model SST at each time step. In other words, $E$ is not a prescribed forcing and is computed as

$$E = \frac{Q_L}{\rho_w L} = \left( \frac{r_w L}{(2.501 - 0.00237 \times \text{SST}) \times 10^6 \text{ J kg}^{-1}} \right)$$

where $Q_L$ is latent heat flux $(\text{W m}^{-2})$, $r_w$ is water density $(1022 \text{ kg m}^{-3})$, and $L$ is latent heat of vaporization $(L = (2.501 - 0.00237 \times \text{SST}) \times 10^6 \text{ J kg}^{-1})$. $P$ is directly obtained from ERA-40. Both net heat and freshwater fluxes at the sea surface are defined as positive quantities into the ocean.

Following the traditional formulation of Gill (1982), the total buoyancy flux ($B_f$) which is the sum of thermal and haline buoyancy fluxes is parameterized as follows:

$$B_f = -\frac{g}{\rho_0} \left[ \frac{\alpha(T_s, S_s) Q_a}{C_w} \right] + \frac{g}{\rho_0} \left[ \frac{\rho_0 \beta(T_s, S_s) (E-P) S_s}{\rho_0} \right],$$

Thermal buoyancy flux  Haline buoyancy flux

$$\alpha(T_s, S_s) = -\frac{\partial \rho}{\partial T} \rho_0,$$

$$\beta(T_s, S_s) = \frac{\partial \rho}{\partial S} \rho_0.$$

where $g$ is the gravitational acceleration $(9.81 \text{ m s}^{-2})$, $T_s$ is the model SST $(\text{C})$, $\alpha(T_s, S_s)$ is the thermal expansion coefficient $(\text{C}^{-1})$, $\beta(T_s, S_s)$ is the salinity expansion coefficient $(\text{psu}^{-1})$, $S_s$ is the SSS $(\text{psu})$, $\rho$ is the water density $(\text{kg m}^{-3})$, $\rho_0$ is the reference density $(1000 \text{ kg m}^{-3})$, $Q_a$ is the net heat flux at the sea surface $(\text{W m}^{-2})$ and $C_w$ is the specific heat of water $(3993 \text{ J kg}^{-1} \text{ K}^{-1})$. The expansion coefficients for temperature and salinity are calculated from the equation of state (Brydon et al., 1999), and by convention, are both defined to be positive.

The buoyancy flux in Eq. (1) involves both the thermal and haline buoyancy fluxes. In our case, the haline buoyancy includes both the conventional $P-E$ and relaxation to climatological SSS and river runoff. Positive (negative) buoyancy flux indicates a buoyancy loss (gain). Surface density increases (i.e., the water column is destabilized) if $B_f > 0$, and surface density decreases (i.e., water column is stabilized) if $B_f < 0$.

Net heat and freshwater fluxes along with the components of total buoyancy fluxes reveal strong seasonal variations in the Caspian Sea (Fig. 8). In all panels, positive (negative) values are in red (blue). As evident from the net surface heat fluxes, heat loss occurs in January, March, September and November (i.e., during winter and fall), and associated with high solar heating there is always heat gain in the other months. The net heat gain is largest $(> 200 \text{ W m}^{-2})$ in the easternmost part of the region in July when the coastal upwelling generally occurs. Unlike the net surface heat

![Fig. 8. Spatial variations of net surface heat flux (W m$^{-2}$), net surface freshwater flux ($\times 10^{-4}$ kg m$^{-2}$ s$^{-1}$), thermal and haline buoyancy fluxes ($\times 10^{-8}$ m$^2$ s$^{-3}$). Climatological monthly means are obtained from the eddy-resolving Caspian Sea HYCOM simulation. For convenience the panels are shown for every other month. Note that the scale of the color palette for both thermal and haline buoyancy fluxes is the same.](image-url)
flux which is relatively homogeneous on monthly time scales, there can be both positive and negative freshwater fluxes in the Caspian Sea for a given month. From the definition, having positive $P-E$ values (i.e., $P > E$) implies precipitation dominating over evaporation, typically resulting in production of freshwater stratification. This is usually seen in the North Caspian Sea, and especially near the Volga River from March to September. The impact of $P-E$ on the salinity of the region is discussed in Section 4 in detail.

The thermal buoyancy flux is much larger than the haline buoyancy flux over most of the Caspian Sea (Fig. 8). Therefore, the buoyancy is much more sensitive to variations in heating. Unlike the net heat fluxes, positive buoyancy flux (i.e., the regions in red) results in a buoyancy loss so thermal buoyancy fluxes indicate a gain in May and July. Therefore, it can be stated that thermal buoyancy flux stabilizes the upper ocean during these particular time periods. Monthly mean haline buoyancy values are almost identical for each month. In almost half of the region, the haline buoyancy flux indicates a gain. This is typical in the majority of months. One can also notice that while thermal buoyancy flux generally dominates the haline buoyancy flux, locally there are regions where the reverse is true. For example, the buoyancy is mostly influenced by the freshwater fluxes on the shelf near the Volga River.

To provide general information about how heat and freshwater fluxes vary over the Caspian Sea, basin averages of these variables are computed. This is done based on daily averaged values, so that high temporal variations in these variables can be seen (Fig. 9a, b). In response to the solar heating, the strong seasonal cycle is evident from the net heat fluxes at the sea surface. Net heat gain starts in mid-March and continues through September. Net surface heat flux reaches a maximum value of $\approx 200\,\text{W m}^{-2}$ during June–July. The basin-averaged daily mean net precipitation–evaporation+runoff also reveals a seasonal cycle with maximum values in late spring/early summer. This maximum is associated with river runoff (Fig. 5).

Similar to net heat and freshwater fluxes, basin averages of total buoyancy flux along with its components are examined (Fig. 9c, d). The shaded regions in the plots denote time periods when there is a buoyancy gain or loss. Accordingly, there is buoyancy gain starting from the end of March through the end of August (Fig. 9c). This is also reflected in the thermal buoyancy flux which dominates the haline buoyancy (Fig. 9d).

### 4. Impacts of evaporation, precipitation and rivers

In addition to the standard simulation which has been used in the analyses so far, we performed four additional Caspian Sea HYCOM simulations (Table 2). The purpose of having these simulations is to examine the impact of SSS relaxation, $P-E$ and rivers on the upper ocean surface circulation and salinity. In brief, as analyzed in the earlier sections, expt. 1 is the standard simulation that includes SSS relaxation, $P-E$ forcing and river forcing. In expt. 2, there is no SSS relaxation; otherwise, it is identical to expt. 1. Thus, expt. 2 is taken as a “default” simulation since $P-E$ and rivers are included. Differences between expt. 1 and expt. 2 provide the impacts of SSS relaxation. The remaining simulations are based on expt. 2 which has no SSS relaxation. In particular, expt. 3 is twin of expt. 2 but there is no $P-E$ forcing, and expt. 4 is twin of expt. 2 but there is no river forcing. Finally, expt. 5 excludes SSS relaxation, $P-E$ forcing and river forcing, i.e., zero salt flux at the sea surface.

Monthly means of sea surface circulation are already introduced in Section 3.1 (see Fig. 7) and taken as reference plots to compare with those from the additional simulations listed in Table 2. To demonstrate seasonal differences in the surface currents among the simulation expts. of 2–5, monthly means are plotted for February and August, and annual means averaged all
over the months are also included (Fig. 10). Surface circulation from all simulations reveal similar features, and generally agrees with the standard simulation shown in Fig. 7. This is true for the annual mean, and in the February and August means as well.

The river runoff has little influence on the surface currents in the interior. Note that comparing surface currents from atmospherically forced eddy resolving ocean models may be problematic in some cases because eddies are not a direct response to the atmospheric forcing. The eddy field can be different in two simulations with identical forcing due to mesoscale flow instabilities. In our case, using the same atmospheric forcing (i.e., ERA-40), the surface circulation from all simulations is mostly identical. This also indicates that the change in the forcing (i.e., P–E and rivers being turned off) did not have any significant effects on the surface circulation.

Table 2

<table>
<thead>
<tr>
<th>Simulation</th>
<th>SSS relaxation</th>
<th>P–E</th>
<th>Rivers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expt. 1</td>
<td>On</td>
<td>On</td>
<td>On</td>
</tr>
<tr>
<td>Expt. 2</td>
<td>Off</td>
<td>On</td>
<td>On</td>
</tr>
<tr>
<td>Expt. 3</td>
<td>Off</td>
<td>Off</td>
<td>On</td>
</tr>
<tr>
<td>Expt. 4</td>
<td>Off</td>
<td>On</td>
<td>Off</td>
</tr>
<tr>
<td>Expt. 5</td>
<td>Off</td>
<td>Off</td>
<td>Off</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>SSS relaxed</th>
<th>Default</th>
<th>No P–E</th>
<th>No Rivers</th>
<th>No salt flux</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan.</td>
<td>0.86</td>
<td>0.92</td>
<td>0.77</td>
<td>0.90</td>
</tr>
<tr>
<td>Feb.</td>
<td>0.91</td>
<td>0.94</td>
<td>0.85</td>
<td>0.93</td>
</tr>
<tr>
<td>Mar.</td>
<td>0.88</td>
<td>0.94</td>
<td>0.78</td>
<td>0.91</td>
</tr>
<tr>
<td>Apr.</td>
<td>0.89</td>
<td>0.94</td>
<td>0.79</td>
<td>0.91</td>
</tr>
<tr>
<td>May</td>
<td>0.94</td>
<td>0.96</td>
<td>0.89</td>
<td>0.94</td>
</tr>
<tr>
<td>Jun.</td>
<td>0.97</td>
<td>0.98</td>
<td>0.94</td>
<td>0.97</td>
</tr>
<tr>
<td>Jul.</td>
<td>0.97</td>
<td>0.98</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>Aug.</td>
<td>0.94</td>
<td>0.98</td>
<td>0.91</td>
<td>0.96</td>
</tr>
<tr>
<td>Sep.</td>
<td>0.94</td>
<td>0.98</td>
<td>0.92</td>
<td>0.96</td>
</tr>
<tr>
<td>Oct.</td>
<td>0.94</td>
<td>0.97</td>
<td>0.87</td>
<td>0.95</td>
</tr>
<tr>
<td>Nov.</td>
<td>0.92</td>
<td>0.97</td>
<td>0.97</td>
<td>0.94</td>
</tr>
<tr>
<td>Dec.</td>
<td>0.89</td>
<td>0.96</td>
<td>0.77</td>
<td>0.93</td>
</tr>
<tr>
<td>Ann.</td>
<td>0.97</td>
<td>0.99</td>
<td>0.92</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Fig. 10. Surface currents from the 3.3 km resolution climatologically forced Caspian Sea HYCOM simulation. Annual mean currents (i.e., climatological mean) along with means in February and August are shown for the simulation experiments 2–5 (see Table 2). The length of the reference velocity vector is 10 cm s$^{-1}$. The velocity vectors are sub-sampled as in Fig. 8. (a) Default, (b) No P–E, (c) No rivers and (d) No salt flux.
Using a vector correlation, we further examine whether or not surface currents from the simulation that has SSS relaxation (i.e., expt. 1) are different than those from other simulations. Thus, the impact of ignoring SSS relaxation, P–E and rivers on the features of surface circulation can be quantitatively identified. The vector correlation is computed based on the monthly means of zonal and meridional components of the surface currents. The correlation is defined as the cosine of the angle between the two set of vectors (e.g., Crosby et al., 1993). Vectors pointing in the same direction have a positive relationship and those pointing in opposite directions have a negative relationship.

The resulting vector correlations are given in Table 3. Correlations for the surface currents between the pairs of the standard simulation and each one of others are generally high ( > 0.80). This indicates that P–E, rivers and salt fluxes do not have a significant impact on the general circulation of the Caspian Sea.

### Table 4
The same as Table 3 but correlations are computed between the default simulation and each one the others.

<table>
<thead>
<tr>
<th></th>
<th>Default</th>
<th>SSS relaxed</th>
<th>No P–E</th>
<th>No Rivers</th>
<th>No salt flux</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan.</td>
<td>0.86</td>
<td>0.91</td>
<td>0.93</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>Feb.</td>
<td>0.91</td>
<td>0.94</td>
<td>0.95</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Mar.</td>
<td>0.88</td>
<td>0.91</td>
<td>0.93</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>Apr.</td>
<td>0.89</td>
<td>0.92</td>
<td>0.91</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>0.94</td>
<td>0.96</td>
<td>0.95</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>Jun.</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Jul.</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Aug.</td>
<td>0.94</td>
<td>0.95</td>
<td>0.96</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>Sep.</td>
<td>0.94</td>
<td>0.94</td>
<td>0.96</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>Oct.</td>
<td>0.94</td>
<td>0.95</td>
<td>0.94</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>Nov.</td>
<td>0.92</td>
<td>0.93</td>
<td>0.92</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Dec.</td>
<td>0.89</td>
<td>0.91</td>
<td>0.92</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>Ann.</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.98</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 11.** Monthly mean SSS fields (psu) obtained from the Caspian Sea HYCOM simulations described in Table 2. The results are shown for the selected months of February, May, August and October. (a) SSS relaxed, (b) Default, (c) No P–E, (d) No rivers and (e) No salt flux.
To decide whether or not the correlation values represent a good or poor linear relationship, two statistical tests are applied using the monthly mean surface current values over the seasonal cycle. According to the t-test, an absolute value of at least 0.53 is needed for a correlation to be statistically significant in comparison to a correlation value of zero at the 95% (α = 0.05) confidence level (Wilks, 1995). For the z-test a correlation of 0.7 is used for significance, and a correlation value of even 0.92 is not statistically different from that of 0.7. All correlation values in Table 3 are statistically significant with respect to zero correlation; thus, surface currents from the standard simulation are certainly similar to those from other simulations. All correlations are in fact > 0.7, indicating the strong relationship for the surface currents in comparison to the standard simulation. This is true in almost all months. For this reason, we can conclude that evaporation, precipitation, rivers and salt fluxes do not significantly alter the mean variability of surface currents over the Caspian Sea.

To further confirm the results in Fig. 10 which demonstrates little variability in surface currents in the absence of P–E, rivers and salt flux, vector correlations for the surface currents are also calculated between the default simulation which has no SSS relaxation and the other three simulations (Table 4). Note that all simulations are identical twins of the default simulation, and the first column in Table 3 is repeated for completeness of the results. Correlations are higher, again indicating that there are not significant changes in the sea surface currents in comparison to the default simulation. In general, the lowest values are noted between the simulations with and without the SSS relaxation in all months. However, they are not generally statistically significant from 0.7 based on the z-test.

In addition to the surface currents, the influences of SSS relaxation, P–E and rivers on the spatial variability in SSS are investigated in the Caspian Sea (Fig. 11). This is done in February, May, August and November to represent winter, spring, summer and fall, respectively. Comparisons of Fig. 11a and b provide some information about the impact of salinity relaxation. The main effect of the relaxation at the surface is to reduce SSS over the basin in all months. The most significant impact of having the SSS relaxation is evident in the North Caspian Sea where the water is very shallow, and ice cover is large during winter. As mentioned earlier, HYCOM includes a standard energy-loan ice model, which accounts for ice-related processes although a detailed ice validation is beyond the focus of this paper. In the no relaxation case, SSS values of ≈ 9 psu become > 14 psu in the northernmost part of the region, a huge increase in comparison to the standard simulation. The reduction in SSS is unrealistic especially in the North Caspian Sea because the standard simulation gives much more accurate results in comparison to observations, as will be further discussed in Section 6, which focuses on model validation.

The only difference between expt. 2 and expt. 3 is that in the latter P–E is set to zero (see Table 2). Both simulations include no relaxation to SSS. The effect of not having P–E is typically to reduce SSS over the basin (Fig. 11b versus c), and obviously saline buoyancy flux is zero as well. It is already shown in Fig. 9d that the saline buoyancy flux is much smaller than the thermal buoyancy flux in the Caspian Sea. Therefore, the simulation using no SSS relaxation and no P–E (i.e., expt. 3) gives a surface salinity field that is nearly identical to the one obtained from the standard simulation of expt. 1 (Fig. 11a versus c).

Similar to the analysis above, a comparison of Fig. 11b versus d provides an insight about the influence of river discharge on SSS. As seen in all months, excluding river effects from the model simulation by setting the discharge rates to zero results in more saline water in the Caspian Sea. Particularly, in the absence of river discharge, SSS does not have much spatial variability, and the river plume near the boundary resulting from the Volga River completely disappears. The simulations having no P–E and rivers again reduce SSS (Fig. 11b versus e). This is not surprising because it is already shown in Fig. 11c that zero P–E generally reduces the surface salinity and in Fig. 11d that the simulation with no rivers make the region more saline. Thus, the combined effects of both (i.e., expt. 5) give SSS values which are in the middle of the two.

5. Factors controlling the salinity near the Volga River

The Volga River discharging into the northern portion of the Caspian Sea accounts for the majority of inflow into the basin. Thus, in this section a particular focus is given to examination of seasonal variability in SSS in the North Caspian Sea. Climatological annual means reveal very fresh SSS values (<6 psu) near the coastal boundary where the discharge from the Volga River occurs (Fig. 12). There are many small scale features evident from the surface currents even in the annual mean. They generally flow from north to south in the western shelf.

Based on the simulations given in Table 2, we examine the impact of evaporation, precipitation and rivers on the surface salinity in the North Caspian Sea in detail (Fig. 13). Note that the color palette is different than the one in Fig. 11 to better demonstrate SSS values, especially near the coastal boundary. The impact of SSS relaxation is significant along the coastline where the Volga River is discharged into the Caspian Sea (Fig. 13a, b). In comparison to the standard simulation including the SSS relaxation, the low salinity layer of <5 psu on the coastal boundary becomes thinner in May, August and November. However, this layer still exists even when there is no P–E (Fig. 13c).

The plume which is mainly caused by the river inflow almost disappears when the discharge from the Volga River is removed,
and this is seen in all months (Fig. 13d). As opposed to the standard simulation with the SSS relaxation, surface salinity completely changes not only on the shelf but also over the entire region, resulting in more saline waters. The low salinity layer near the Volga Rivers does not exist in the simulation performed with no $P-E$ and no river discharge. This is due mostly to the impact of river discharge rather than $P-E$.

6. Model validation

In validating results from the Caspian Sea HYCOM, SST and SSS are particularly chosen because their climatological variations are well-observed in the Caspian Sea over the seasonal cycle. For example, spatial variability of climatological monthly mean SSS fields is readily available from the World Ocean Atlas (WOA05). This data set is described in Antonov et al. (2006). Observational data used in WOA05 were averaged by $1 \times 1$ grids for input to the objective analysis (Boyer et al., 2002). We use $0.25 \times 0.25$ resolution of this data set, specifically prepared for us by T. Boyer of National Oceanographic Data Center (NODC).

In addition to SSS, monthly SST fields are available from the 4 km resolution Pathfinder data set. The Pathfinder SST climatology was constructed using the same techniques as in Casey and Cornillon (1999) but on the newer $\approx 4$ km grid (rather than $\approx 9$ km). We specifically use the Pathfinder climatologies for the SST validation since its resolution is close to that of the Caspian Sea HYCOM. The Pathfinder climatology is derived from Advanced Very-High Resolution Radiometer (AVHRR) Pathfinder SST data over 1985–2001. The data processing was done using Infrared (IR) observations from National Oceanic and Atmospheric Administration (NOAA) polar orbiting satellites. A new Pathfinder climatology using 1985–2006 is actively being developed, but it is not available as of this writing. A median filter is applied to fill in the data gaps, and a median smoother is used for the entire field to remove small-scale noise.

In the earlier sections, monthly means were formed for surface currents, heat fluxes, salinity and other variables based on the last 4 (out of 8) model years. Similarly, we construct monthly mean SST climatologies from the model. For example, the climatological mean SSS or SST in January is formed using mean January output from model years 5 through 8. The same process is repeated for the other months. Before evaluation, WOA05 SSS and Pathfinder SST fields are both interpolated to the Caspian Sea HYCOM grid.

For model-data comparisons of SSS and SST two statistical metrics are used: mean error (ME) and root-mean-square (RMS) difference. Let $X_i (i = 1, 2, \ldots, 12)$ be the set of monthly mean WOA05 or Pathfinder observations (reference) from January to December, and let $Y_i (i = 1, 2, \ldots, 12)$ be the set of corresponding HYCOM values (predicted) at a model grid point. Also let $\bar{X}(T)$ be the mean of the reference (estimate) values. The statistical

![Fig. 13. Monthly mean SSS (psu) fields obtained from the Caspian Sea HYCOM simulations (see Table 2). Seasonal variation of $P-E$ and river are included in the default simulation, but relaxation to SSS is excluded. (a) SSS relaxed, (b) Default, (c) No $P-E$, (d) No rivers and (e) No salt flux.](image-url)
metrics are then expressed as follows:

\[ ME = \overline{Y} - \overline{X}, \]  

(4)

\[ \text{RMS} = \left[ \frac{1}{n} \sum_{i=1}^{n} (Y_i - X_i)^2 \right]^{1/2}. \]  

(5)

Model validation is performed for all simulations listed in Table 2. We first evaluate SSS from the model in comparison to that from WOA05. All simulations give mean SSS bias within ±0.4 psu in the central and Southern Caspian Sea (Fig. 14a). The main differences arise in the North Caspian Sea. It is clear that the standard simulation results in the lowest mean SSS bias in this
region. The bias in the North Caspian Sea from the default simulation which has no SSS relaxation is much larger than the one which uses SSS relaxation. In addition, too saline waters from the other simulations with respect to the WOA05 climatology are also seen. RMS values can even exceed 4–5 psu in this region, especially for the simulation performed with no rivers (Fig. 14b).

All of the results mentioned in the preceding paragraph clearly point to the importance of $P-E$ and rivers in accurate predictions of SSS in the Caspian Sea. Note that at small scales the climatology is not necessarily more accurate than HYCOM because of relatively large sampling bias in a SSS climatology. The model resolves many small scale features which may not exist in a climatology due to its coarse resolution. Rivers and $P-E$ do not have significant influences in the other regions as RMS SSS differences are small and similar for all simulations. In particular, the model simulates SSS reasonably well in the Central and South Caspian Sea, with RMS values of $<0.4$ psu, in general.

Similar to the SSS, spatial variations of ME and RMS values for the model estimates in comparison to the Pathfinder data set are shown in Fig. 14c and d. The most striking feature is that neither $P-E$ nor rivers has any significant influence on the monthly SST climatology since bias and RMS values from all experiments are almost identical to each other. Atmospherically forced HYCOM simulations with no assimilation of SST give mean SST bias within $\pm0.2$ C in comparison to the Pathfinder climatology over most of the Caspian Sea (Fig. 14c). There are relatively large cold biases of $\pm1.0$ C at the coastal boundaries near the eastern Caspian Sea, and these are most likely related to errors in the coarse resolution ERA-40 data used for forcing the model. The overall basin averaged SST bias is almost zero. Thus, the model performs reasonably well even though there is no relaxation to any SST climatology in the simulation.

We should emphasize that the annual climatological SST cycle is built into the model to a limited extent. Including air temperature in the formulations for latent and sensible heat flux (see the Appendix), model SST provides some physically realistic tendency towards the correct SST. If the model SST is too high/low, the flux is reduced/increased relative to that from the correct SST. The trend towards reality is typically not sufficient on its own to keep the model SST on track. Further details can be found in Wallcraft et al. (2008), explaining that the use of the air temperature in a bulk parameterization does not introduce an inappropriate restoring toward observed SST in the model simulations. In other words, the bulk parameterizations in HYCOM imply neither strong damping of SST variability nor strong relaxation to near-surface air temperature.

The success of the Caspian Sea HYCOM in simulating climatological SST is also evaluated using the RMS maps (Fig. 14d). In general, RMS SST values from the standard simulation (generally $1.0$ C) are not very different from the other simulations. Consistent with the mean bias, RMS values are largest near the eastern boundary. The basin-averaged RMS SST is $1.2$ C from all simulations. Thus, in comparison to the 4 km resolution satellite-based Pathfinder product, the Caspian Sea HYCOM is able to reproduce climatological monthly mean SSTs with reasonable accuracies. Possible improvements to the relatively coarse atmospheric forcing, as used in this study, are desired especially near the eastern coast where ME and RMS values are relatively large. Another possibility is to set up a fine resolution (e.g., 3 km) resolution atmospheric model in the region, and then obtain atmospheric forcing for the ocean model.

7. Summary and conclusions

The interaction between very shallow coastal waters and the relatively deeper interior region of the Caspian Sea requires an ocean model which has a variety of vertical coordinate systems. In this study this is accomplished by using an eddy-resolving HYbrid Coordinate Ocean Model (HYCOM) in a hybrid $\sigma-z$ model set up. Climatologically forced model simulations are then used for examining seasonal variations of surface variables, with a particular focus on the circulation and salinity.

The Caspian Sea HYCOM revealed the existence of a few permanent eddies, especially in the South Caspian Sea. The fine resolution (3.3 km) also demonstrates some features in the mesoscale circulation which were not previously detected by observations. A series of model simulations indicates that the Caspian Sea surface circulation is not considerably affected by the surface freshwater fluxes alone. It can be deduced from this finding that the combined effect of wind stress and heat flux mainly drives the seasonal variations of the surface circulation in the Caspian Sea. The model simulation performed with no river discharge results in a decrease in intensity of the southward current along the western coast of the central Caspian Sea, explaining the importance of the Volga River for the formation of the current along the western coast of the sea.

Through analysis of monthly mean net and freshwater fluxes along with thermal and haline buoyancy fluxes, significant seasonal variability is noted in the heat fluxes and thereby in the thermal buoyancy fluxes. While the haline buoyancy flux is much smaller than the thermal buoyancy flux, it can have an impact on the spatial and temporal variations of SSS, especially in the North Caspian Sea where the Volga River is discharged. The model simulations also reveal that evaporation, precipitation and salt fluxes have little influence on the climatological mean of monthly SST, but their impact on SSS cannot be ignored in the North Caspian Sea.
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Appendix A. Details of the atmospheric forcing in HYCOM

In addition to wind and thermal forcing, HYCOM forcing incorporates monthly mean climatologies of river discharge and satellite-based attenuation coefficients for Photosynthetic Active Radiation ($k_{\text{PAR}}$ in m$^{-1}$). The shortwave radiation at depth is calculated using a spatially and temporally varying monthly $k_{\text{PAR}}$ climatology as processed from the daily-averaged $k_{940}$ (attenuation coefficient at 490 nm) data set from Sea-viewing Wide Field-of-view Sensor (SeaWiFS) during 1997–2001. Thus, using ocean color data, the effects of water turbidity are included in the model simulations through the attenuation depth ($k_{\text{PAR}}$ in m) for shortwave radiation.

The sum of net shortwave and longwave radiation at the sea surface is so dependent on cloudiness that it is taken directly from ERA–40. The net longwave flux is the sum of downward longwave
(from the atmosphere) and upward black-body radiation. The Numerical Weather Prediction (NWP) (input) black-body radiation is corrected within HYCOM to allow for the difference between NWP SST and HYCOM SST (Kara et al., 2005b). The rate of heating/cooling of model layers in the upper ocean is obtained from the net heat flux absorbed from the sea surface down to a depth, including water turbidity effects (e.g., Kara et al., 2005a).

Previously, it was shown that water turbidity can be quite significant in some ocean basins (e.g., Kara et al., 2004, 2005b).

Latent and sensible heat fluxes at the air–sea interface are calculated using computationally efficient bulk formulae that include the effects of dynamic stability (Kara et al., 2005c). There is no explicit relaxation of the HYCOM SST. However, including air temperature from ERA-40 in the formulations for latent and sensible heat flux automatically provides a physically realistic tendency towards the correct SST.
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