Statistical representation of equatorial waves and tropical instability waves in the Pacific Ocean
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ABSTRACT

Sea surface height (SSH), sea surface temperature (SST), and surface currents derived from satellite observations are analyzed to investigate signals of equatorial Kelvin and tropical instability waves (TIWs) in the Pacific Ocean. A wavenumber–frequency spectral analysis of SSH and SST anomalies was performed in order to examine their space and time variability. Significant spectral peaks along the dispersion curves of the first baroclinic mode Rossby and Kelvin waves are found in the SSH spectrum, indicating that the analysis can effectively identify the signals of equatorial waves in the upper ocean. A prominent peak in SSH fields at around 33 days and 1500 km wavelength along the Rossby wave dispersion curve is evident, and a similar peak is also found in SST fields. This upper ocean variability on these space and time scales is shown to be associated with TIWs. The spatial structure of 33-day TIWs is further examined based on an analysis of time series filtered in the frequency-wavenumber domain. The phase relationship between SSH, SST, and surface velocity associated with TIWs is described based on a cross-correlation analysis. Also, the interannual variability of TIW activity is compared with that of ENSO, showing a moderate correlation.
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1. Introduction

Equatorially-trapped waves account for a large portion of the intraseasonal variability in the tropical atmosphere and ocean, and play an important role in driving a variety of longer time scale phenomena (e.g., ENSO). Kelvin, Rossby and Mixed Rossby-Gravity waves corresponding to the eigen-modes of the linearized shallow water equations of Matsuno (1966) have been shown to be of particular importance in the equatorial Pacific ocean. While oceanic equatorial waves have been identified in in-situ data (e.g., Johnson and McPhaden, 1993) and in satellite altimeter data (e.g., Miller et al., 1988; Delcroix et al., 1991; Boulanger and Fu 1996; Chelton et al., 2003) their observed dispersion relationships have not yet been fully described in frequency–wavenumber space. A recent study by Wakata (2007) demonstrated that the dispersion relations of equatorial Rossby and Kelvin waves could be inferred from satellite data by frequency–wavenumber spectra of sea surface height (SSH). However, because his analysis includes the background spectrum, it is difficult to compare the spectral signal with theoretical dispersion curves, especially in the high wavenumber domain. In this study, frequency-wavenumber spectral analysis will first be applied to identify observed dispersion relations of oceanic equatorial waves using sea surface height data measured by satellite altimetry.

It is found that signals of oceanic equatorial Kelvin and Rossby waves are evident in the frequency–wavenumber spectrum of SSH. The same analysis is also conducted using sea surface temperature (SST), showing a prominent spectral peak in both SSH and SST at frequencies and wavenumbers consistent with those of tropical instability waves (TIWs). Further statistical analyses are conducted to isolate TIW oceanic
structure and the atmospheric response to TIWs. Interannual variation of TIW activity is also described, and its relation to ENSO is discussed.

2. Data

Five primary data sets are used in this study. 10-day average SSH data derived from TOPEX altimetry are used to identify signals of equatorial waves and TIWs. Data for the 10-year period of 1993–2002 with horizontal resolution of 1° are analyzed. This period includes a strong ENSO cycle (1997/98), and thus the interannual variation of TIW activity in relation to ENSO can be discussed. Weekly SSTs from the analysis of Reynolds et al. (2002) are used to provide a statistical description of SST variability associated with TIWs and to examine the interannual variation of TIW activity. Data for the period 1982–2005 with 1° horizontal resolution are analyzed. The TRMM Microwave Imager (TMI) SST for a period 1998–2005 are also analyzed to describe the structure of TIWs. The 3-day average TMI SST data are originally gridded at 0.25°×0.25°. We average the data onto a 1°×1° grid for comparison with the Reynolds SST. 1° resolution is considered sufficient since the typical wavelength of TIWs is ∼1500 km.

Near surface velocity data derived from the Ocean Surface Current Analysis–Real time (OSCAR) project (Lagerloef et al., 1999; Bonjean and Lagerloef, 2002) are used to statistically describe the structure of surface current anomalies associated with TIWs. The 5-day average near surface velocity fields on 1°×1° grid are estimated using SSH data from 1999–2005 satellite altimeter measurements, surface wind stress, and drifter data. Surface wind products derived from Quick Scatterometer (QuikSCAT; July 1999–present) measurements are used to describe atmospheric variability associated with TIWs. 6 hourly surface winds with horizontal resolution of 0.5°×0.5° are derived from a space and time blend of QuikSCAT scatterometer observations and NCEP reanalysis (Milliff et al., 1999; Milliff and Morzel, 2001).

Since the OSCAR velocity is not derived from direct current measurements at each grid point, it is necessary to compare the data with other direct measurements, especially near the equator where geostrophic balance does not necessarily hold. Bonjean and Lagerloef (2002) compared the OSCAR velocity with direct measurements from TOGA TAO buoys for annual and interannual variations, showing that the OSCAR data capture these variations on the equator well, especially in the eastern Pacific. In this study, we also examined the subseasonal variability of OSCAR velocity.

Fig. 1 shows the zonal velocity at 140°W, equator from OSCAR and TAO measurements. The 5-day average zonal velocity at 10 m from TAO measurements is compared with the surface zonal velocity from OSCAR. The OSCAR velocity agrees well with TAO data (correlation coefficient = 0.66) including subseasonal velocity fluctuations associated with strong TIW activity such as was observed during November–December 2001 (Cronin et al., 2003) and August–September 2004 (Jochum et al., 2007). Although there are some significant discrepancies between the two data sets for each individual subseasonal event, the reasonable correlation suggests that the OSCAR velocity data are suitable for the statistical description of TIW structures.

It should be noted that a recent study by Johnson et al. (2007) shows significant errors of meridional velocity near the equator in the OSCAR data. However, the surface currents associated with TIWs statistically derived in our analysis are predominantly zonal near the equator (see Section 4). Hence the error of meridional velocity is not likely to significantly impact the results of the analysis in this particular study.

3. Frequency–wavenumber spectral analysis

Wheeler and Kiladis (1999) demonstrated that wavenumber–frequency spectral analysis is useful for identifying signals of atmospheric equatorial waves, and for isolating their structure. Wavenumber–frequency spectral analysis was also recently used to identify oceanic equatorial waves in numerical model experiments (Shinoda et al., 2008). In this section, the same technique used in Wheeler and Kiladis (1999) is applied to the satellite derived SSH to identify oceanic equatorial waves. In this approach a complex FFT of SSH is first done over longitude to decompose SSH into zonal structures.
wavenumbers, then an additional FFT is used to determine the spectral power of each resolved wavenumber by frequency. Further details are described by Wheeler and Kiladis (1999).

Fig. 2a shows contours of the base 10 logarithm of power in wavenumber-frequency space calculated using SSH anomalies in the equatorial area (5°N–5°S) in the Pacific Ocean. Despite the red nature of spectrum, some significant peaks along dispersion curves of equatorial waves can be identified. In the positive (eastward) wavenumber domain, prominent spectral signals of the equatorial Kelvin wave are evident, with their peak corresponding to an equivalent depth of 0.8 m and a phase speed of ∼2.8 m/s. This phase speed is consistent with that of first baroclinic Kelvin wave in the equatorial Pacific Ocean (e.g., Cravatte et al., 2003; Shinoda et al., 2008). Signals of the second baroclinic mode are also found for a phase speed of around 1.6 m/s, although the signals are very weak. In the negative (westward) wavenumber domain, a spectral peak close to the dispersion curve of the first meridional mode equatorial Rossby wave is evident, at the same equivalent depth as for the 1st mode Kelvin wave.

As with the spectral signals of atmospheric data (Wheeler and Kiladis, 1999), the spectral peaks along the dispersion curves of oceanic equatorial waves can be found in the raw spectrum of the SSH data, although it is difficult to identify detailed features of the signals especially in the higher wavenumber domain. Hence, following Wheeler and Kiladis (1999), the red background spectrum is calculated, and it is removed from the original spectrum. First, the raw spectra of positive and negative wavenumber domains are averaged to make the spectrum symmetric with regard to the wavenumber 0. Then a 1-2-1 filter is applied multiple times in frequency and wavenumber. Here the number of passes of the 1-2-1 filter is 7 in frequency and 4 in wavenumber.

Fig. 2. (a) Zonal wavenumber–frequency power spectrum of SSH anomalies from TOPEX. The number of the color bar indicates the base-10 logarithm. The straight lines indicate 2.8 m/s and 1.6 m/s phase lines, corresponding to equivalent depths of 0.8 m and 0.26 m. Curves in the negative wavenumber domain are Rossby wave dispersion curves of first 4 meridional modes for an equivalent depth of 0.8 m. (b) Zonal wavenumber–frequency spectrum of the “background” power calculated by smoothing the power spectrum of (a). See text for the detail.
and relatively smooth, with greatest power at the lowest frequencies and wavenumbers.

The spectral signals without the background are calculated by dividing the power spectrum of Fig. 2a by the background power Fig. 2b (Fig. 3a). Spectral signals of equatorial waves are much more prominent in Fig. 3a than those in Fig. 2a. For example, peaks of similar magnitude along the first baroclinic mode Kelvin wave dispersion line are evident over a wider range of frequency and wavenumber domains. Also, in the negative wavenumber domain, a clear spectral peak along the dispersion curve of the equatorial Rossby wave is evident. In particular, a peak at a period of \(\sim 33\) days and wave length \(\sim 1500\) km on the dispersion curve is prominent. These frequencies and wavenumbers are consistent with those associated with TIWs (e.g., Qiao and Weisberg, 1995; Weidman et al., 1999; Lyman et al., 2007). The result is consistent with previous studies which suggest that 33-day TIWs have characteristics similar to an unstable first meridional mode Rossby wave (Lyman et al., 2007). However, because of the existence of strong mean currents in this region, the meridional structure of TIWs is not exactly the same as that of a linear equatorial Rossby wave derived from shallow water equations (e.g., Lyman et al., 2005).

While many previous studies discussed the structure of 33-day period TIWs, Lyman et al. (2007) recently detailed the structure of TIWs with a 17-day period. Although satellite derived SSH data cannot resolve the 17-day period signal, a peak around 17 days could potentially affect the spectrum at longer periods through aliasing. A 33-day spectral peak can be contaminated by aliasing only if there is significant power at \(\sim 14\) days given that the sampling is 10 days. Since Lyman et al. (2007) show that power less than 15 days is nearly zero (see their Fig. 14), it is unlikely that the 33-day peak is significantly influenced by 17-day signals through aliasing. Also, we have calculated the spectrum using only the northern hemisphere (2°N–5°N) data (not shown), which shows a similar spectral peak. Since the 17-day signal of subsurface temperature is much weaker in the northern hemisphere, we conclude that the 33-day peak is not significantly contaminated by the 17-day signal through aliasing.

Fig. 3b shows the spectrum calculated from the same analysis using the TMI SST. While there is no significant peak near the Kelvin wave dispersion curve, a peak around 33 days could potentially affect the spectrum at longer periods through aliasing. A 33-day spectral peak can be contaminated by aliasing only if there is significant power at \(\sim 14\) days given that the sampling is 10 days. Since Lyman et al. (2007) show that power less than 15 days is nearly zero (see their Fig. 14), it is unlikely that the 33-day peak is significantly influenced by 17-day signals through aliasing. Also, we have calculated the spectrum using only the northern hemisphere (2°N–5°N) data (not shown), which shows a similar spectral peak. Since the 17-day signal of subsurface temperature is much weaker in the northern hemisphere, we conclude that the 33-day peak is not significantly contaminated by the 17-day signal through aliasing.

4. Cross-correlation analysis

4.1. Structure and evolution of TIWs

Previous observational studies indicate that TIWs are generally associated with strong fluctuations of SST, SSH and near surface currents (e.g., Duing et al., 1975; Legeckis, 1977; Fig. 4.
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It should be noted that the box shown in Fig. 3c does not completely cover the signal of the SSH spectral peak shown in Fig. 3a. We repeated the same analyses (including those discussed later in Sections 4 and 5) using broader ranges of zonal wavenumbers for filtering. The results vary little from those presented here (not shown), suggesting that results are not sensitive to small changes in the width of the filter box.
In this section, the phase relationships between SST, SSH and surface currents are described statistically using long records based on a cross-correlation analysis. Unfiltered SSH, SST, and surface current anomalies are regressed against space and time filtered TIW SSH anomalies at 5°N, 130°W where the SSH variance is maximum in Fig. 4a. The data for the period 1999–2002, during which all data sets are available, are used for the analysis.

Time series of unfiltered SSH, SST, and surface current anomalies are regressed against space and time filtered TIW SSH anomalies at 5°N, 130°W where the SSH variance is maximum in Fig. 4a. The data for the period 1999–2002, during which all data sets are available, are used for the analysis.
During this period, La Nina conditions were observed in 1999–2000, then a weak El Nino developed in 2002. Fig. 5a shows the relationship of these variables using TMI SST. Maximum SST anomalies are located around 2°N, extending to the northeast. Maximum SSH anomalies are found around 5°N, which corresponds to the local maximum of SST anomalies around this latitude. Surface velocity is found to be almost parallel to the contour lines of SSH, showing nearly geostrophic balance. Because the maximum SSH anomalies are located on the northeast side of the maximum SST anomalies, northward (southward) current anomalies are found at the coldest (warmest) anomalies around 2°N, causing a net meridional heat transport. While these SST anomalies may be initially advected by velocity fluctuations caused by barotropic instability from the cyclonic shear between the South Equatorial Current and North Equatorial Countercurrent or Equatorial Undercurrent (e.g., Qiao and Weisberg, 1995; Contreras, 2002; Chelton et al., 2003), it is possible that variation of the temperature front may influence the evolution of TIWs given that the surface velocity fields are in near geostrophic balance. On the equator, the maximum westward (eastward) currents are found where the zonal gradient of SST anomalies is positive (negative), corresponding to a strong zonal advection of heat. This result is consistent with the analysis of TOGA TAO data (Jochum et al., 2007). The SSH signal is small on the equator, consistent with previous studies (e.g., Musman et al., 1989). These features are also evident in the Reynolds SST, but their amplitude is about 2/3 of that in TMI SST (Fig. 5b).

4.2. Atmospheric response to TIWs

TIWs can significantly influence atmospheric subseasonal variability, which includes surface winds (e.g., Hayes et al., 1989, Xie et al., 1998, Hashizume et al., 2002), clouds and precipitation.
(Deser et al., 1993, Hashizume et al., 2001), surface heat flux (Thum et al., 2002), and near surface pressure (e.g., Cronin et al., 2003). In order to statistically describe the atmospheric response to TIWs using a long record, similar regression analyses as above have been conducted using scatterometer wind data.

Surface winds and wind speed from QuikSCAT data during the period 1999–2002 are regressed against the filtered TMI SST at 2°N, 120°W where the amplitude of SST associated with TIWs is maximum (Fig. 4b). Fig. 6 shows the regressed surface winds and wind speed along with the regressed SST anomalies. Southesterly (northwesterly) anomalies are found in the area of warm (cold) SST anomalies associated with TIWs. This spatial pattern of winds is consistent with previous studies using a short record (e.g., Hashizume et al., 2002). Since the mean winds in the eastern equatorial Pacific are easterly in most areas, easterly (westerly) anomalies in the warm (cold) SST areas enhance (reduce) the total wind speed. Therefore the wind speed is found to be enhanced in the area of warm SST anomalies and reduced in the cold SST anomalies.

This spatial pattern of wind speed could cause a negative feedback through the latent heat flux associated with TIWs. Evaporative cooling tends to be larger in the area of warm SST. Higher wind speeds in regions of warmer SST implies that evaporative cooling is more enhanced by surface winds induced by TIWs.

### 5. Interannual variation of TIWs

The results in previous sections indicate that major features of SST variability associated with TIWs can be well captured by Reynolds SST based on a comparison with those from TMI SST. Because the Reynolds SST covers a much longer period, it is useful to examine the interannual variation of TIW activity inferred by that data set. In this section, interannual variation of TIW activity derived from Reynolds SST is first compared with that from TMI SST and SSH in recent years. Then the longer time series of TIW activity from the Reynolds SST is compared with an ENSO index time series.

The intensity of TIW activity is measured as the standard deviation of the space and time filtered series for July–January periods, when TIWs are most active. Fig. 7a shows the intensity of TIW activity in each year measured by the standard deviation of filtered SSH, TMI SST and Reynolds SST for the area 160°W–100°W, 5°N–0°, where strong TIWs are observed. The year-to-year variation of the intensity from the Reynolds SST is similar to that from TMI SST when the time series amplitudes are normalized. The intensity of SSH is also similar to that from Reynolds and TMI SST.

Fig. 7b compares the TIW activity calculated from Reynolds SST using the Nino 3.4 SST, an index of ENSO, for the same period. TIW activity tends to be strong during La Nina, which is consistent with previous work in which several examples of TIWs during El Nino and La Nina periods are described (Contreras, 2002). However, these time series do not show strong one-to-one relationships between the two, and the correlation is fairly modest (correlation coefficient $= 0.64$). In fact, the strongest activity during this period is observed in 1992 and 1993 when Nino 3.4 SST is nearly normal. This suggests that factors besides ENSO are important for controlling the TIW activity. We have also compared the TIW activity with the meridional shear of the surface zonal current and the meridional SST gradient near 2°N. However, these time series are similar to Nino 3.4 SST (not shown), and thus the correlations with TIW activity are also similar.

### 6. Conclusions

Satellite derived SSH, SST and surface velocity are analyzed to examine oceanic equatorial waves and tropical instability waves. Signals of oceanic equatorial waves can be isolated by frequency–wavenumber spectral analysis of SSH fields derived from satellite altimeter measurements. A prominent peak at around a 33 day period and a wavelength of around 1500 km is found to be associated with TIWs, and this peak corresponds to that of 1st meridional mode equatorial Rossby waves with an equivalent depth 0.8 m. Salient features of TIWs such as phase relationships between surface velocity, SSH, and SST can be effectively isolated by a combination of frequency–wavenumber spectral analysis and regression. These statistical description of TIWs should be useful for evaluating model performance in simulating TIWs, since models generally do not do well simulating individual TIWs.

Interannual variability of TIW activity is further examined using these data sets. It is found that TIW activity for the most part tends to be more intense during La Nina and weak in El Nino, but there are some remarkable exceptions. For example, during 1992–93, TIWs are found to be very active while the Nino 3.4 SST is near normal, suggesting that other factors are also important for controlling the interannual variation of TIW activity.
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