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Abstract—In this paper, we present results from a joint oceano-
graphic-acoustic study of solitary waves and their effects during
the 1997 winter PRIMER4 experiment on the shelfbreak south of
Cape Cod, MA. The study addresses the acoustic effects induced
by solitary waves and associated oceanographic phenomena. Soli-
tary wave generation and propagation simulations are produced
by the Lamb model [J. Geophys. Res., vol. 99, pp. 848–864, 1994].
The model is nonhydrostatic and is formulated in 2.5 dimensions
using terrain following coordinates. Acoustic field calculations are
performed with a parabolic equation acoustic model along the
path of solitary wave train propagation. The oceanographic model
is initialized from density profiles derived from conductivity–
temperature–depth (CTD) casts using analytical functions. The
model is forced with a prescribed semidiurnal tidal velocity. An
ocean background current is introduced. Simulations based on
parameters derived from measurements show the following: 1)
internal solitary waves of elevation propagate onto the shelfbreak
region; 2) opposing ocean currents enhance the formation of
solitary waves at the shelfbreak; 3) deepening of the winter mixed
layer results in less penetration of the solitary waves on to the
shelf; 4) density structure, mixed-layer depth, tidal forcing, and
ocean currents control the formation of solitary waves of eleva-
tion at the shelfbreak; 5) energy conversion, from semidiurnal
barotropic to semidiurnal barcoclinic tides and to internal solitary
waves, occurs; 6) amplitudes and periods of modeled solitary
waves are in the range of thermistor chain measurements; and 7)
lower mixed-layer densities increase the phase speed of simulated
solitary waves. Acoustic field calculations are coupled to the
propagation of the solitary wave packets through the sound-speed
changes that are derived from the oceanographic simulations.
Acoustic model predictions show signal intensity fluctuations
similar to the anomalous loses in acoustic energy observed in the
Yellow Sea data taken by Zhou et al. [J. Acoust. Soc. Amer., vol.
90, pp. 2042–2054, 1991]. In some cases, the presence of solitary
waves on the shelf enhances the propagation of acoustic energy
onto the shelf. This was observed for acoustic simulations where
the acoustic source was located beyond the shelfbreak and at a
depth greater than the shelf depth.

Index Terms—Continental shelf, internal waves, mode coupling,
shallow water, shelfbreak front, solitary waves, sound propagation.
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I. INTRODUCTION

SOUND propagation from the continental slope to the
continental shelf is a complex problem. The effects on

the acoustic field, as one progresses from the slope onto the
shelfbreak, is a research issue of concern. In the winter of
1997, a field survey was conducted on the continental slope
and shelfbreak south of Cape Cod, MA, in the Middle Atlantic
Bight to address this problem. The survey was sponsored by the
Office of Naval Research (ONR) and is part of the Shelfbreak
PRIMER program from January 1995 through February 1997.
The winter 1997 survey was referred to as PRIMER4 [1]. The
program studied the effects of internal solitary waves, fronts,
eddies, and seasonal stratification on acoustic propagation.

The shelf and slope water undergoes a large seasonal cycle in
terms of vertical and horizontal stratification. There are complex
interactions between the shelf, slope, and Gulf Stream waters
[2]. Winter atmospheric forcing can result in deep mixed layer of
around 100 m and a vertically mixed water column [3] over the
shelf. The stratification strength decreases and the thermocline
distributions descend to deeper depths relative to the summer
conditions. The deeper locations of the thermocline influence
the generation and propagation of internal solitary waves.

Internal tides are generated by the interaction of the
barotropic tide with the winter stratification in presence of
rapidly changing topography. Baines [4], [5] has demonstrated
the generation process analytically. The tidally induced up-
lifting and depression of the isopycnals leads to the generation
of internal solitary waves.

The temporal and spatial scales of tidally induced internal
bores and solitary waves are such that they can have a signif-
icant effect on the acoustic field through the sound-speed struc-
ture. At certain frequencies, the interaction of the acoustic field
with the solitary wave train can be quite significant. The resul-
tant energy losses can be in the range of 5–15 dB depending on
bottom assumptions [6], [7]. Sherwin [7] considered the effects
of internal tides only. Zhou et al. [6] showed that the loss can by
due to a solitary wave train by prescribing one through a gated
sine function and deducing a transfer of acoustic energy from
lower to higher modes.

The study of the interaction of the acoustic field with propa-
gating solitary wave trains has become a research subject of con-
cern. Preisig [8] investigated the coupling behavior of acoustic
modes propagating through solitary wave trains. He found that
the relative phase of acoustic modes propagating through the
troughs of solitary wave trains control the net mode coupling
induced by solitary wave trains. Duda [9], [17] showed that
acoustic energy propagation through a solitary wave train is
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Fig. 1. Location and events for the winter PRIMER4 experiment conducted in February of 1997.

strongly influenced by the coupling of normal modes. He de-
termined that the phasing within a propagating solitary wave
train varies with time scales of minutes causing coupling and
energy fluctuations. He also showed that acoustic energy loss
can occur when mode coupling is from lower excited modes
to higher modes. Gain of energy can occur when the coupling
is from higher excited to lower modes. Finette [10] linked the
acoustic field variability on the New Jersey continental shelf
with the oceanographic field variability, dominated by internal
solitary waves. In the linkage, he used a space- and time-de-
pendent internal-wave model for shallow water. Rodriquez [11]
studied the relationship between hydrographic and acoustic data
from the INITMATE 96 experiment. He found that in presence
of solitary wave trains there is an enhancement of the acoustic
signal instead of attenuation. The enhancement behaved as a fo-
cusing effect and was attributed to nonlinear interactions.

In the Strait of Messina, we have demonstrated that in the
presence of solitary waves the acoustic field can interact with
the solitary waves and acoustic mode coupling can occur. This
results in mode conversion with acoustic energy being redis-
tributed from lower to higher modes and vice versa. When the
converted modes have higher bottom attenuation than the orig-
inal modes, higher signal loss can occur. At some frequencies,
called resonance frequencies, the signal loss can be large enough
to cause an appreciable drop in acoustic intensity [12].

This paper addresses the generation and propagation of soli-
tary waves and their effects on the acoustic field during winter
PRIMER4. This is a situation where internal solitary wave- trains
of elevation propagate onto the shelf under a winter mixed layer.
During summer PRIMER3, internal solitary waves of elevation
were also observed on the shelf [13]. The paper is divided into
sections on introduction, data, model, initial conditions, solitary
wave modeling studies, acoustic studies, and conclusion.

II. DATA

The winter 1997 PRIMER4 survey (Fig. 1) was a joint phys-
ical oceanography and acoustics experiment sponsored by ONR

TABLE I
FAST SAMPLING THERMISTOR CHAIN

involving a group of institutions. The objectives of the data
gathering were oriented toward the study of the thermohaline
variability and structure of the shelfbreak front and its effects
on acoustic propagation. The mesoscale field was surveyed
with SeaSoar hydrography, shipboard acoustic Doppler current
profiler (ADCP), satellite sea surface observations, and aircraft-
deployed expendable bathythermograph (AXBT) drops. In-
ternal solitary waves and the finer scales were surveyed with
rapid-sampling thermistor chains, current meters, and an upward
looking ADCP. The acoustic component consisted of 400-Hz
transceivers, a 224-Hz source, and hydrophone arrays. Fig. 1
indicates the locations of the measurements. A fast-sampling
thermistor chain tracked the internal waves and solitary internal
waves. It was positioned on the western edge at a depth of 104 m
(Table I). The spatial sampling extended from 26 to 101 m.

III. MODEL

The Lamb [14] model is used for simulating the generation
and propagation of internal solitary waves in the PRIMER re-
gion. It consists of the inviscid incompressible Boussinesq equa-
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Fig. 2. Density from CTD casts and fitted profiles. Dashed red, blue, and green (squares, triangles, and stars) represent CTD casts. Black dot-dash (circle) is case
1 of Table II fitted profile and solid red curve (asterisk) is case 6 of Table II fitted profile.

tions on a rotating -plane. In the along-bank direction (i.e.,
-direction), the velocity is included, however, the derivative

with respect to the -coordinate is neglected (hence, the desig-
nation “2.5 dimensional” representation). The equations of the
model are

(1)

(2)

(3)

where is the velocity vector, is the three-dimen-
sional (3-D) vector gradient operator, subscript denotes the
time derivative, is the density [14] from the fluid density term

is the pressure, is the gravitational acceleration,
is the Coriolis parameter taken as s for a latitude of
40 , and is the unit vector along the -direction [refer to the
coordinate axes shown in Fig. 3(a)]. In the 3-D (1)–(3), the par-
tial derivatives with respect to are neglected, i.e., ;
thus, (1)–(3) are equivalent to [14, eq. (1a)–(1d)].

Before the equations are solved, they are transformed to a
terrain following coordinate system (sigma-coordinates), which
leads to higher vertical resolution over the bank region. The
equations are solved over a domain bounded below by the to-
pography and a rigid lid above. The flow is forced by specifying
the semidiurnal tidal velocity on the left boundary as

(4)

where is the semidiurnal tidal magnitude, the tidal fre-
quency, and the phase factor.

A stretched grid is used outside of the region of interest. This
results in the boundaries being sufficiently far away that wave
reflection is not a problem.

IV. INITIAL CONDITIONS

The density field for model initialization was derived from
CTD surveys along tracks in the region. One of the tracks was
on the western edge where the thermistor chain was located. An-
other track was on the eastern side. Some of the CTD casts and
constructed density profiles are shown in Fig.2. The casts ex-
hibit mixed-layer depths from about 20–110 m with a range of
densities. Shallower casts further up on the shelf, in the upper
80 m show mixed-layer densities ranging from 25.5 to 26.2
sigma–theta ( ).

We fitted exponential and hyperbolic secant ( ) profiles to
the densities derived from data on the western end, using the
observations at 50, 200, and 500 m.

The functional form of the fit is

(5)

In some cases, the hyperbolic was fitted between 50–200 m
with the two parameters selected to match the slope and range
of the data [red (asterisk) curve in Fig. 2]. In other cases, the
exponential fit was used [black dash-dot and red (circle and as-
terisk) (below 200 m) in Fig. 2]. A 50 m mixed layer with a of
26.0 was chosen as a representative shelf value based on CTD
casts and thermistor chain data [black dash-dot (circle) curve
(case 1 in Table II) in Fig. 2]. This particular fitted curve has
an exponential only that follows the CTD cast shown by the
green (star) curve in Fig. 2, and then continues on until the 50-m
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TABLE II
PARAMETERS

mixed layer is reached. For some of the other CTD casts, the
derived densities, from 50 to 200 m, deviate from the exponen-
tial fit in the form of a convex intrusion. Shallower CTD casts
tended not to contain this intrusion. The deviation is attributed
to a warm Gulf stream ring that impinges on the shelf during
the survey. To represent its effects, we introduced a hyperbolic

fit between 50–200 m [the solid red (asterisk) curve (case
6 in Table II) with a mixed-layer density value of 26.2 for
in Fig. 2]. The mixed-layer density was varied by decreasing it
and increasing it (cases 4 and 5 in Table II). Mixed-layer depths
were also varied from 50 to 70 m (case 7 in Table II).

East of the Shelfbreak PRIMER study area, a relative min-
imum in semidiurnal barotropic tidal strength occurs [13]. This
is the area of the weaker subresonant response of the Mid-
Atlantic Bight. Analysis of the summer PRIMER mooring data
yielded a Major Axis of 9.7 cm/s and a Minor Axis of 7.2 cm/s
with cross-isobath currents of 5–12 cm/s [13]. The Baroclinic
M2 semidiurnal tidal component is bottom intensified and
propagates onto the shelf with downward phase [13]. Using a
maximum barotropic tidal velocity of 12 cm/s over a depth of
147 m yields a barotropic tidal velocity of around 30 cm/s at
a depth of 60 m through mass flux conservation. This is the
maximum tidal velocity that we used on the left boundary of
the model (Table II).

A shelfbreak front is contained in the PRIMER area [13]. The
frontal jet exhibits meandering variations and ranges in magni-
tude from 10 to 15 cm/s. The physical picture is further com-
plicated by a warm core ring, shed off the Gulf Stream that im-
pinged upon the shelf during the PRIMER4 survey [1].

The direction of the jet current can be off the shelf, in which
case it reduces the effective group velocity of the tidally induced
internal bore propagating onto the shelf. This allows more time
for the steepening of the internal bore and enhances its disinte-
gration into internal solitary waves. To represent this effect we
introduced a geostrophic velocity directed off the shelf with a
magnitude of 0.1 m/s at the left boundary (Table II) into the
model. A potential flow field over the topography is solved for
and used as the geostrophic flow in the model. It is approxi-
mately uniform in .

V. SOLITARY WAVE MODELING STUDIES

The initial model simulation (case 1 in Table II) was initial-
ized with the density profile represented by the black dash-dot
curve in Fig. 2. This density profile was introduced throughout
the horizontal domain [Fig. 3(a)]. The bathymetry was obtained
from chirp sonar measurements along the ship tracks. The
model was forced with a prescribed semidiurnal barotropic
tidal forcing on the left boundary of magnitude 0.3 m/s varying
with the semidiurnal tidal period (4). The prescribed ocean
current was directed off the shelf with a magnitude of 0.1 m/s
and was represented by introducing a geostrophic velocity into
the model.

A. Dynamics

During off-shelf flow, the semidiurnal tidal forcing results in
motion over the shelfbreak that depresses the isopycnals in the
pycnocline at the shelfbreak. The depression results in a right-
and a left-propagating wave. The right-propagating wave de-
velops into a slight depression of the isopycnals, away from the
shelfbreak, every semidiurnal tidal period. Over several semidi-
urnal tidal cycles it becomes visible [Fig. 3(d)]. At 18 h or about
1.5 semidiurnal tidal cycles, the second cycle of off shelf mo-
tion is in progress and a depression is formed that is visible just
off the shelfbreak [Fig. 3(b)] (end of off-shelf flow that occurs
during the first part of each semidiurnal tidal cycle). Twelve
hours later, the depression moves to the left and another one is
formed to the right of it [Fig. 3(c)], by the off-shelf flow. The
new depression moves left and deepens as it moves. This basic
generation and formation structure prevails on the shelfbreak
throughout the semidiurnal tidal cycles. The two depressions of
Fig. 3(c) continue their journey to the left and move onto the
shelf while a new depression is formed to the right of them at
42 h [Fig. 3(d)]. There, on the shelf, the back side of the de-
pression bores become steep through nonlinear effects while the
leading edge flattens, leaving a bore of elevation. Frequency and
amplitude dispersion sets in and disintegration into internal soli-
tary waves occurs.

At 74 h [Fig. 3(e)], there are four solitary wave trains of el-
evation on the shelf. The first train that moved on the shelf
from left to right is decaying. The decaying train is crawling
into the vanishing space between the 50-m mixed layer and the
shelf. The second and third trains are evolved and the fourth is
in the growth phase. The decaying stage involves an increase
in the spacing between the solitary waves and a decrease in
their amplitude. 74 h represents about six semidiurnal periods.
The spin-up time for the formation of internal solitary bores is
around 1.5 semidiurnal tidal periods. As a result, 4.5 solitary
wave trains of elevation can be expected at 74 h. This is the case
in Fig. 3(e) with four trains on the shelf and the fifth beginning
to form on the edge of the shelf. During the evolution process, a
mode-two vertical structure appears at around 32 km. As this
mode-two structure moves to the left, the internal solitary waves
disappear in the water column and then reappear as a mode-one
structure on the back edge side.

B. Parameter Variations

The parameters of Table II were deduced from the CTD casts
(see Section IV). The CTD casts encompass an envelope for
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Fig. 3. Model simulated density fields for case 1 in Table II. (a) Initial density field. (b) Density at 18 h. (c) Density at 30 h. (d) Density at 42 h. (e) Density over
the shelf and shelfbreak at 74 h. Bottom left graph indicates coordinates. The color bar underneath it shows the sigma–theta density scale.

density structure that exhibits variation. This variation is re-
flected in the parameters of Table II.

The solitary wave structure on the shelf of Case 1, in Table II,
is shown in Fig. 4(a) at 57 h or 4.6 semidiurnal tidal periods.
There are three developed solitary wave trains of elevation on
the shelf, at around 55, 45, and 40 km. The signature
of these trains at the location of the thermistor chain measure-

ments are addressed in Section V-D that considers the compar-
ison with thermistor chain observations. As the trains propa-
gate toward shore, the widths of the solitary wave increase, the
spacing between them increases, and the amplitudes decrease.
At around 30 km, solitary wave trains of elevation (in the
upper 80 m) and solitary wave trains of depression (below 90 m)
have formed [Fig. 4(a)]. This reflects a mode-two vertical struc-
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Fig. 4. Solitary wave train structures over the shelf region as a function of parameters. (a) Case 1 in Table II. (b) Case 2 in Table II. (c) Case 3 in Table II. (d) Case 7
in Table II. (e) Case 6 in Table II. The bottom left color bar shows the sigma–theta density scale.

ture. Proceeding onto the shelf, only the solitary wave trains of
elevation that are formed on the back side of the depression bore
prevail.

This case has a prescribed geostrophic current of 0.1 m/s
(case 1 in Table II) directed off the shelf. Turning this current
off (case 2 in Table II) results in the solitary wave structure
shown in Fig. 4(b). The solitary wave trains and internal bores

have moved further toward shore; the first train has advanced to
around 63 km. There are, however, fewer solitary waves in the
trains or no solitary waves at all. The offshore current retards the
motion of the bore and trains. This gives more time for nonlinear
effects to steepen the back edge of the bores. At this point, fre-
quency and amplitude dispersions set in and disintegration into
solitary waves occurs.
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Decreasing the amplitude of the barotropic tidal forcing from
0.3 to 0.15 m/s (case 3 in Table II) yields the solitary wave and
bore structure shown in Fig. 4(c). The amplitudes of the solitary
waves have decreased and there are fewer of them, relative to
case 1 in Fig. 4(a). At 40 km and 30 m, no solitary waves
have formed at all. This suggests that reducing the barotropic
forcing results in less internal bore displacement [14] and re-
duction in the nonlinear effects.

Cases 4 and 5 in Table II have a decrease and increase of
density in the mixed layer relative to case 1. The resultant den-
sity structure has larger and smaller gradient in the pycnocline
region. This leads to larger and smaller phase speeds for the in-
ternal solitary waves of elevation with slight enhancement (one
more solitary wave toward the end of the train) of solitary waves
for the larger gradient situation.

Case 7 in Table II has a mixed layer of 70 m that is larger than
the 50 m in case 1. This reflects more winter mixing that pene-
trates further into the ocean and results in a larger mixed-layer
depth. The isopycnal structure at 57 h is shown in Fig. 4(d). Rel-
ative to Fig. 4(a), the phase speed of the solitary waves is less
and they are pushed further down on the shelf because of the
deeper mixed-layer depth. Because of the deeper mixed-layer
depth, there is less penetration of the solitary waves onto the
shelf. The first train is more spread apart with larger distances
between solitons than in Fig. 4(a). A large-amplitude solitary
wave appears at around 40 km. This is the first solitary wave
of the second train. The third train at around 35 km has more
solitary waves than in Fig. 4(a). At around 25 km another train
structure is forming and with a mode-two structure. The whole
solitary wave train structure is pushed back to the right in rela-
tion to Fig. 4(a).

Case 6 in Table II represents a depression of the pycnocline
that can be caused by warm Gulf Stream rings impinging on the
shelf. The pushing down has an analogy, in the sense of a deeper
pycnocline location, to the previous case with the 70-m mixed
layer. Fig. 4(e) shows the results at 57 h. The first solitary wave
train at around 45 km has fewer solitary waves than in Fig. 4(d).
Only one solitary wave appears at the second train locations
around 40 km with an enlarged width. This suggests a nonlinear
dynamical effect that has a “resonance” behavior resulting in the
formation of a large solitary wave. The third solitary wave train
at around 35 km is still present. The mode-two solitary wave
train structure has not formed at around 25 km. The solitary
waves tend to be suppressed due to a deeper pycnocline location
relative to the winter mixed-layer case shown in Fig. 4(a).

C. Spectral Variations at Mooring Lines

Comparisons of time series spectra were conducted between
the thermistor chain data (Table I) and the corresponding obser-
vation posts in the model. Fig. 5 shows the mooring lines with
observation posts placed in the model. The marks on the lines
correspond to the sensor locations on the thermistor chain. The
line marked C is the analogue of the thermistor chain in Table I.
Line R is located 10 km to the right of C and line L is located
10 km to the left of C. Observation posts on the lines track the
time progression of isopycnals and isotherms at the respective
spatial locations. In the data (Table I), the 9 isotherm is tracked
in time and in the model simulation the 26.1 isopycnal.

Fig. 5. Location of observations posts along mooring lines. Mooring C is at the
thermistor chain location, Table I. The stars represent the sensor or observation
post locations. Mooring line R is 10 km to the right of C, and mooring line L is
10 km to the left of C.

Fig. 6. Computed spectra. Variance spectra computed from model simulations
and data. Model simulation time series track the 29:1� isopycnal over a period
of 3.08 d. Data time series track the 9 isotherm obtained from data for Julian
days 51.5 through 54.5. (a) Variance spectra of model simulations at mooring
line R. (b) Variance spectra of model simulations at mooring line C. (c) Variance
spectra of model simulations at mooring line L. (d) Variance spectra of data at
mooring line C.

The spectral analysis of the data from Julian day 51.5 to
Julian day 54.5 is displayed in Fig. 6(d) in terms of variance
spectra. Correspondingly, the model spectra for the time period
of the simulations 3.08 days is shown in Fig. 6(b) at the ana-
logue thermistor chain location of Table I, mooring line C in
Fig. 5. Fig. 6(a) and (c) shows the results for displacements to
the right (line R in Fig. 5) and to the left (line L in Fig. 5).
The model is initialized from rest, spun up, and then the in-
ternal solitary waves evolve. In Fig. 6(b) and (d), both spectra
exhibit internal solitary wave activity peaks around a frequency
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Fig. 7. (a) Temperature as a function of depth and time observed by the thermistor chain sensors from Julian day 52 through 54. (b) Detailed span of observed 9
isotherm depth and time from Julian day 50.95 through 53.53.

of s . Both spectra peaks overlap around the internal
solitary wave frequency of s with a broadening of the
variance data spectra. The broadening suggests the presence of
larger and smaller internal-wave periods relative to the mean fre-
quency or period distribution. The span of frequencies is from
about s to s or equivalently a span
of periods from 0.55 to 0.18 h. The modeled internal solitary
wave energy is not as broad around the frequency of s .
The span of frequencies is from s to
s or over a span of periods from 0.46 to 0.25 h. The magni-
tude of the modeled internal solitary wave spectrum is smaller
than the data while the magnitude of the spectrum at the semid-
iurnal tidal frequency s is much larger in the
model results than the data. This we attribute to the spin-up time
interval in the model results whereby internal bores are gener-
ated from which the internal solitary waves later appear. The
modeled variance spectrum starts below the Brunt–Väisälä fre-
quency and continues to somewhat below the semidiurnal tidal
frequency of around s . The inertial oscillation is
at around a frequency of s .

It is interesting to follow the progression of the model spectra
on mooring lines R, C, and L (Fig. 5). On mooring line R there is
a pronounced peak at the semidiurnal tidal frequency of

s [Fig. 6(a)] and little energy around the solitary wave
frequency of s . This indicates relatively more internal
bore activity than internal solitary wave activity as the bore
propagate up onto the shelf. At mooring line C [Fig. 6(b)] the
internal solitary wave activity has increased while the internal
bore activity is decreasing, less energy in the semidiurnal peak
at s (peak value change is from 97.6 to 60.6).
On mooring line L [Fig. 6(c)] the internal solitary wave activity
has increased further and shifted to lower frequencies from
s , indicating larger periods as the internal solitary waves of el-
evation propagate onto the shelf. The internal bore activity has
decreased further, as evidenced by less energy at the semidiurnal

tidal frequency of s . The energy magnitude at
the internal bore frequency has become comparable to the peak
energy in the solitary wave band, similar in behavior to the data
spectra [Fig. 6(d)].

The data shows relatively less energy at the semidiurnal fre-
quency of [Fig. 6(d)] than the corresponding model
results at mooring C [Fig. 6(b)]. This suggests that the model re-
sults contain an appreciable spin-up interval during which there
is conversion of semidiurnal tidal energy into internal bores and
later conversion of internal bore energy into internal solitary
wave energy, as shown in Fig. 6(c).

D. Comparisons With Thermistor Chain Observations

Table I lists the location of the thermistor chain and the distri-
bution of the thermistors in depth. Some of them did not work.
A plot of the data from Julian day 52 to 54 is shown in Fig. 7(a).
The data exhibits oscillation due to internal solitary waves of
elevation. Around Julian day 52.8 a warming trend starts in the
lower layers and continues through Julian day 54. It is caused
by the impingement of a warm Gulf Stream ring onto the shelf.
A detailed display of the 9 C isotherm from Julian day 50.95
to 53.53 shows the propagation of internal solitary waves of el-
evation [Fig. 7(b)]. The structure of the internal solitary wave
trains exhibit variability in amplitude and period. During some-
time periods, the structure of the solitary wave trains is clearly
identifiable (Julian days 52.18 to 52.29). Other times, the struc-
ture is more complex (Julian days 51.5 to 51.6). There are quiet
periods when significant solitary wave activity is absent (Julian
days 51.15 to 51.3).

Model results, at the same mooring line as in Table I, show
displacements of isopycnals in time that indicate the propaga-
tion of internal bores and solitary waves of elevation [Fig. 7(c)]
where the isopycnal is shown. The time evolution
of the model simulation contains a spin-up time during which
the internal bores and solitary waves develop. The solitary wave
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Fig. 7. (Continued.) (c) Modeled � = 26:1 isopycnal for case 1 (Table II) as a function of depth and time. (d) Modeled solitary wave amplitude and period
distribution at 45 h (�), 57 h (�), and 70 h (+). Solid lines are fitted curves. (e) Phase speeds for second solitary wave train for case 1 in Table II. The star indicates
the first solitary wave, circle the second, plus the third, and triangle the fourth. Solid lines are least squares fits to the corresponding points. (f) Analyzed period
versus amplitude behavior for measure solitary wave trains at the thermistor chain mooring. The analyzed time periods are as follows: “+” Julian days 51.94 to
52.01, “�” Julian days 52.19 to 52.26, “�” Julian days 52.26 to 52.29, and “�” Julian days 52.51 to 52.64. Solid lines are least squares fits to the corresponding
points.

trains start developing at around 45 h into the simulation. Near
57 h the solitary wave train is more developed than at 45 and
74 h and contains more solitons. This is the most evolved state
of the solitary wave train. As the train moves past the observa-
tion posts, the isopycnals tend to return toward their equilibrium
position within a semidiurnal tidal period.

E. Dispersion

The amplitudes and periods of the simulated internal soli-
tary waves were extracted by placing points in the peaks

and troughs and calculating the differences between them
along the vertical and horizontal axes. The analysis is for the

isopycnal that tracks the solitary wave trains at
time spans near 45, 57, and 74 h [Fig. 7(c)]. The resulting
dispersion diagram at the times of internal solitary waves of
elevation is shown in Fig. 7(d). At 57 h, the amplitudes range
from 27 to about 2 m and the periods (as observed at loca-
tion) from about 0.35 h (21 min) to 0.26 h (16 min). The
preceding solitary wave train at 45 h contains only two soli-
tary waves of appreciable signature with the first exhibiting
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the largest period 0.54 h (32min). The solitary wave train at
70 h has about three solitary waves of appreciable signature.
The amplitudes of these solitary wave trains are comparable
to those found at 57 h. The period variations from 0.26 to
0.45 h is in the range of the periods found in the analyzed
spectra of data [Fig. 6(d)] where the period values range from
0.55 to 0.18 h.

The variation in internal solitary wave train structure at 74 h
relative to 57 h at the observation site can be due to nonlinear
dynamics, changing conditions induced by the succeeding soli-
tary wave trains, and the influence on the dynamics of the pre-
scribed offshore geostrophic velocity (Table II). It is possible
that other variations of modeled solitary wave amplitudes and
periods exist for different combinations of parameters in the pa-
rameter space.

The characteristics of the solitary waves in the second wave
train to form and propagate onto the shelf were analyzed for
phase speed behavior. The analysis was accomplished by
placing points in the troughs and peaks of the solitary waves
and tracking their behavior in space and time. A plot of the
resultant time tracking is shown in Fig. 7(e), where the star
refers to the first peak, plus the second, circle the third, and
triangle the fourth. The lines represent least square fits that yield
phase velocities ranging form 0.49 to 0.43 m/s. An inspection
of the point behavior in time indicates intervals of small change
in location (51–57 h) that result in small phase speeds and
large change (57–63 h) that result in large phase speeds. Small
changes occur when the tide is directed off bank and opposes
the solitary trains on bank motion. Large changes occur when
the tide is directed on bank and reinforces the solitary wave
train on bank motion. These trends repeat themselves every
6.1 h as the semidiurnal tide reverses direction. The phase
velocities vary with the direction of the tide. The variations
are summarized in Table III. During the reinforcing part of the
cycle the phase velocities vary from 0.93 to 0.8 m/s. During the
opposing cycle they range from 0.18 to 0.04 m/s. As mentioned
previously, the averages over both spans of the cycle range
from 0.49 to 0.43 m/s.

The dispersion analysis of the observed solitary waves shown
in Fig. 7(b) is exhibited in Fig. 7(f) for selected solitary wave
train from the data. One analyzed set of data is from Julian
day 52.19 through Julian day 52.29 and consists of a larger and
smaller solitary wave train of elevation. In the larger solitary
wave train the amplitudes range from 27 to 13 m and the pe-
riods from 0.55 h (33 min) to 0.35 h (21 min). The smaller train
has amplitudes from about 15 to 8 m with periods from 0.23 h
(14 min) to 0.15 h (9 min).

An analysis for an earlier time span consisting of Julian days
51.94 to 52.01 shows amplitude variations from 11 to 17 m.
Then, corresponding periods range from 0.32 h (19.2 min) to
0.38 h (22.8 min).

In a later time span from Julian days 52.51 to 52.64, the am-
plitudes range from 7 to 22 m. The periods vary from 0.25 h
(15 min) to 0.375 h (22.5 min). The extracted amplitudes and
periods do not show a linear behavior in time. This can be due
to nonlinear dynamics or more than one source of origin for the
internal solitary wave trains.

The model result overlaps with the amplitudes and periods
deduced from the measurement. This indicates that the model
can predict the periods and amplitudes contained in the data.
The overlap of the model simulation and the data occur over the
internal solitary wave range of the spectra. The high-frequency
tail end of the solitary wave spectra in the data is not observed
in the model simulations. It could be due to noise.

VI. ACOUSTIC STUDIES

The acoustic effects of the solitary waves are simulated by
applying a highly accurate ocean acoustic parabolic equation
(PE) propagation model [15], the finite element parabolic equa-
tion (FEPE) model, to selected environmental “snapshots” gen-
erated by Lamb’s model [14]. Collins’ FEPE model was chosen
rather than his latest PE model, range-dependent acoustic model
(RAM), because FEPE allows greater user control over very
wide propagation angles-fine grid structure tradeoffs; the much
longer computational time required for the FEPE model as com-
pared to the RAM model was not a determining factor. A series
of sound-speed fields at one hour intervals were used for this
simulation. The environments used for the acoustic simulations
correspond to case 1 of Table I.

The placement of the source with respect to the internal wave
can have a significant effect on the acoustics. To illustrate this,
we will show the effects for two source depths. The first set
of simulations was made using a deep-water location for the
acoustic point source (at a depth of 125 m and at a range before
the shelfbreak). Thus, the acoustic energy was propagated up
and onto the shelf.

In one set of studies, the acoustic source frequency was
fixed at 225 Hz. Acoustic energy was propagated onto the shelf
through static ocean environments (i.e., “snapshots”) created
by the Lamb model at evolution times of 56, 57, and 58 h. The
results are shown in Fig. 8(a) as color contour plots of acoustic
transmission loss. The transmission loss at 56 h shows mode
stripping as the acoustic field propagates into the shallower
region of the shelf (i.e., the region shown on the far right of
the 56-h panel, where only a two-mode structure survives). At
57 h the acoustic intensity (shown on the far right of the 57-h
panel) has decreased below the background level, and at 58 h
the acoustic energy reappears. The disappearance of acoustic
energy at 57 h and reappearance at 56 and 58 h is suggestive of
a temporal “resonance effect” [6] for the source frequency of
225 Hz.

Because this is a simulation study, one can try different “what
if” situations. In one such “what if” simulation the sound-speed
profiles were removed from the environment that represented
the solitary internal-wave packet at the shelf break. The acoustic
simulations for a frequency of 225 Hz and for a source at 0 range
and 125-m depth [same parameters used for Fig. 8(a)] is shown
in Fig. 8(b) for 56, 57 and 58 h. Notice that the “resonance ef-
fect” shown in Fig. 8(a) is not evident in Fig. 8(b), indicating
that the presence of the internal wave is responsible for the loss
seen in Fig. 8(a).

The effect of the presence of internal waves for 57 h as a
function of frequency is shown in Fig. 9. This figure is a measure
of the “integrated” internal-wave effect over the whole water
column. A range of 85 km was selected and the intensity was
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Fig. 8. Acoustic response to the environment for 56, 57, and 58 h. The acoustics are shown as transmission loss as a function of depth and range. The acoustic
source is 225 Hz and is located at range of 0 km and a depth of 125 m. The simulations with internal-waves present are shown in part (a) and the simulations
without the internal waves are shown in part (b). It is evident in part (a) (with internal waves present) there is a loss of energy on the shelf for 57 h that is not
evident for adjacent times, i.e., before and after 57 h. In part (b) (without the presence of internal waves), there is no evidence of energy loss. The shaded (color)
scale represents the loss in decibels with black (blue) the most intense and white (red) the least intense.
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Fig. 9. Sum of the intensity overall depths in the water column at a range of
85 km for frequencies of 50–1500 Hz at 57 h. The solid curve is for the simula-
tion with the internal wave present and the dashed curve is for the environment
without the solitary internal-wave packet.

summed as a function of depth. This summation was done on a
constant depth grid so as to avoid biasing the results. The sum is
then converted to decibels to aid in plotting. The same process
was done to the 57-h environment with the section containing
the solitary internal wave removed. This result is shown in the
lower curve in Fig. 9.

There are two points about this figure that are worthy of note.
First, for the internal-wave environment, the energy does not
fall off as a function of frequency as does the no-solitary wave
case. In the latter case, the curve has a falloff with frequency that
is more typically observed. One apparent acoustic effect of the
solitary internal waves is the tendency to confine the acoustic
energy within the water column and away from the absorbing
bottom. Without the solitary wave the shelf bottom properties
have a stronger effect on the acoustic energy propagating on
the shelf. Second, for some frequencies there are indications of
strong losses, e.g., at 175 and 225 Hz. This “resonance-like”
effect is similar to the type of loss that Zhou et al. [6] found in
the Yellow Sea. Note that there is no large dropout in acoustic
intensity in the no-solitary wave case.

Wehavesearchedfora resonanceeffectbyvarying theacoustic
source frequency and propagating the acoustic field through nu-
merous environmental scenarios that represent several different
realizations in the evolution of the solitary waves. As the acoustic
field interacts with the solitary wave trains on the shelf, acoustic
intensity redistribution can occur. Fig. 10 shows the resultant in-
tensity for acoustic source frequencies of 450, 500, and 550 Hz,
for a solitary wave train simulation that occurred at 55 h.

In Fig. 10(a), the two figures show the acoustic propagation
loss contours (in decibels) for a 450-Hz acoustic source located
at a depth of 125 m below the ocean surface at zero range. In
the upper figure, the solitary wave packet is located between
the ranges of 5 and 25 km. In the lower figure, the solitary wave
packet is not included in the ocean environment. The lower figure
indicates the acoustic propagation loss that would occur without
the presence of the solitary wave packet. Note in the lower figure

that virtually no acoustic energy propagates beyond 70 km from
the acoustic source. The effect of the solitary wave packet is
to refract acoustic energy up and onto the shelf slope such that
substantial acoustic energy propagates as far as 90 km from the
acoustic source. This refracted energy can be viewed as acoustic
mode conversions, from the deep-water acoustic modes into
the shallow-water acoustic modes. Without the solitary wave
packet no such mode conversions occur and the propagating
shallow-water modes carry no substantial acoustic energy.

In Fig. 10(b), the ocean conditions are identical to that used in
obtaining the results shown in Fig. 10(a). However, the acoustic
source frequency has been increased from 450 to 500 Hz. Un-
like the case shown for 450 Hz [Fig. 10(a)], the solitary wave
packet here has only a slight acoustic effect and does not refract
substantial acoustic energy up and into the shallow-water region
shown on the right of the figures. This lack of refracted energy
can be viewed as an indication that no significant acoustic mode
conversions have occurred.

In Fig. 10(c), the ocean conditions are again identical to
that used in obtaining the results shown in Fig. 8(a). However,
the acoustic source frequency has been increased from 500 to
550 Hz. Similar to the 450 Hz case [Fig. 8(a)], the effect of the
solitary wave packet at 550 Hz is to refract acoustic energy up
and onto the shallow-water slope such that substantial acoustic
energy propagates as far as 90 km from the acoustic source. This
refracted energy can be viewed as acoustic mode conversions
from the deep-water acoustic modes into the shallow-water
acoustic modes. Without the solitary wave packet, no mode
conversions occur and the shallow-water modes propagate no
substantial acoustic energy.

The results shown in Fig. 10 are antithetic to the results
reported by Zhou et al. [6] in that their results indicated that
near-surface solitary internal waves could produce anomalous
signal losses; their “normal environmental scenario” was no
solitons present and no loss in signal; and their “anomalous envi-
ronmental scenario” was solitons present and large signal losses
within a narrowband of acoustic frequencies. In our case, we have
near-bottom solitary internal waves producing anomalous signal
gain; our “normal environmental scenario” is no solitons present
and no significant signals detected on the shelf; and our “anoma-
lous environmental scenario” is solitons present and large signal
gains within a narrowband of acoustic frequencies detected on
the shelf. We have observed similar signal gains in our coupled
ocean-acoustic modeling studies of the Yellow Sea solitary
waves [16]. In our Yellow Sea simulations, the near-surface soli-
tary waves were dominant and signal losses due to acoustic mode
conversions were observed similar to the results reported by
Zhouet al. [6]. Inaddition to the signal losses observedat receiver
depths below the thermocline, we also observed but did not report
signal enhancement at receivers depths above the thermocline.

In this winter PRIMER study, we made a second set of model
simulations using a shallow acoustic source. Some of the results
of those calculations are shown in Fig. 11. For Fig. 11(a), the
acoustic simulations were done for 56, 57, and 58 h. The envi-
ronments are the same as that used in Fig. 8(a). For Fig. 11(b),
the effect of the internal wave was removed and the calculations
repeated. These calculations are based on the same environ-
ments as those used in Fig. 8(b). The difference is in the source
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Fig. 10. (a) Two figures show the acoustic propagation loss contours (in decibels) for a 450-Hz acoustic source located at a depth of 125 m below the ocean
surface at zero range. In the upper figure, the solitary wave packet is located between the ranges of 5 and 25 km. In the lower figure, the solitary wave packet is
not included in the ocean environment. The lower figure indicates the acoustic propagation loss that would occur without the presence of the solitary wave packet.
Note in the lower figure that virtually no acoustic energy propagates beyond 70 km from the acoustic source. (b) Acoustic loss for 500 Hz with same configuration.
(c) Acoustic loss for 550 Hz with same configuration. The shaded (color) scale at the bottom represents the loss in decibels with black (blue) the most intense and
white (red) the least intense.
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Fig. 11. Acoustic response to the environment for 56, 57, and 58 h. The acoustics are shown as transmission loss as a function of depth and range. The shaded
(color) scale represents the loss in decibels with black (red) the most intense and white (blue) the least intense. The acoustic source is 225 Hz and is located at
range of 0 km and a depth of 6 m. The simulations with internal waves present are shown in part (a) and the simulations without the internal waves are shown in
part (b). The transmission loss seen in Fig. 8(a) at 57 h is not present in Fig. 11(a) due to the change in the source depth with the accompanying changes in the
propagation paths. The shaded (color) scale at the bottom represents the loss in decibels with black (blue) the most intense and white (red) the least intense.



450 IEEE JOURNAL OF OCEANIC ENGINEERING, VOL. 32, NO. 2, APRIL 2007

TABLE III
PHASE SPEED IN TIME

Fig. 12. Sum of the intensity overall depths in the water column at a range of
85 km for frequencies of 50–1500 Hz at 57 h. The source depth for this plot was
set to 6 m. The solid curve is for the simulation with the internal wave present
and the dashed curve is for the environment without the solitary internal-wave
packet.

depth. For Fig. 8, the source depth was 125 m. For Fig. 11,
the acoustic source was placed at a depth of 6 m. Thus, for
the same environmental scenario the loss of acoustic energy
shown in Fig. 8 is not seen in Fig. 11(a) where the only dif-
ference in the simulations is the acoustic source depth. Thus,
the acoustic mode structure of the signal incident on the solitary
internal-wave field is an important factor in the increased signal
loss; the structure of the internal wave itself is the other impor-
tant factor.

Fig. 12 shows the sum of the intensity over the water column
for frequencies of 50–1500 Hz. The ocean environment is 57 h
with an acoustic source depth of 6 m. The simulation was done
with the internal wave present and with it removed. Note that
with the near-surface source geometry the presence of the in-
ternal wave has much less effect on the received acoustic signal
(in contrast to Fig. 9 where the acoustic source was at a depth
of 125 m).

VII. CONCLUSION

The modeled dynamics of the semidiurnal–tidal motion over
the shelfbreak generates depression waves that propagate to
the right and to the left. The right propagating wave results in
slight depression of the isopycnals. The left propagating wave
results is a pronounced depression that moves up onto the shelf.
Around the shelfbreak area, a mode-two structure can evolve.

Elsewhere a mode-one structure prevails. Nonlinear effects
steepen the back side of the left propagating depression on
the shelf. The front side flattens. Disintegration into solitary
waves of elevation occurs through amplitude and frequency
dispersion. After initial spin-up, one solitary wave train of
elevation develops on the shelf every semidiurnal tidal period.
As the trains propagate under the deep-winter mixed layer,
the width of the solitons increases, the spacing between them
increases, and attenuation in amplitude occurs. The picture is
one of the near-bottom solitary waves on the shelf, moving and
attenuating under the winter mixed layer.

The parameters of the model were derived from winter
PRIMER4 data. The derived parameters were varied for the
purpose of sensitivity studies. It was shown that an offshore
current retards the motion of the internal bores, resulting in
more steepening of the bores and a quicker disintegration into
solitary waves through frequency and amplitude dispersion.
Decreasing the amplitude of the barotropic semidiurnal tidal
forcing by half results in less internal bore displacement and
a reduction in nonlinear effect with fewer solitary waves. A
decrease and increase of mixed-layer density generates a larger
and smaller gradient in the pycnocline, respectively. This leads
to the larger and smaller solitary wave phase speeds. Increasing
the mixed-layer depth tends to suppress the solitary wave
activity near the bottom of the shelf below the mixed layer.

The model simulations, with parameters obtained from
measurements, were compared against observations at the
thermistor chain mooring by placing an analogous mooring in
the model domain. The amplitudes and periods of solitary wave
trains were analyzed for three measured and three simulated
time intervals. The modeled amplitudes and periods overlapped
with the data, indicating that the model has skill. The overlap
region contained amplitudes ranging from 7 to 27 m and pe-
riods from 0.25 to 0.5 h. The model represents local generation
of internal solitary waves. The data contains locally generated
solitary waves and, in addition, can contain solitary waves
arriving from other generation sites.

Comparisons of time series spectra were conducted between
the thermistor chain data and the corresponding observation
mooring in the model. The variance spectra of the data and
model moorings showed the presence of semidiurnal tidal and
internal solitary wave energies. In addition, two other moorings
were placed in the model domain, one 10 km to the right and an-
other 10 km to the left. The analysis of model variance spectra
at the three moorings exhibits a conversion of energy from the
semidiurnal tidal band to the internal solitary waves band as one
moves up onto the shelf through the three moorings. The internal
solitary wave energy increases and the semidiurnal tidal energy
decreases. This indicates energy conversion from the barotropic
tide to the baroclinic tide and into internal solitary waves.

Calculation of acoustic intensity in conjunction with model-
predicted solitary wave train structures on the shelf indicate
significant fluctuations of acoustic intensity in the spatial and
temporal bands due to the presence of the solitary waves. In
some cases, these fluctuations in acoustic intensity are similar to
that observed by Zhou et al. [6], resulting in anomalous signal
losses; however, in other cases these fluctuations can produce
significant gains in acoustic intensity. Our simulations indicate
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that significant acoustic energy from an omnidirectional point
source located at depths more than twice the shelf depth can,
nevertheless, propagate onto the shelf region via refraction paths
(i.e., acoustic mode conversions) caused by the internal-wave
environment. Such anomolous signal gains stand in contrast to
the more commonly discussed anomolous signal losses caused
by solitary internal waves.
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