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Directional Validation: Supplementary Material

Introduction:

This report consists of materials prepared for a journal article dealth directional
wave model validation by the same authors (Rogers and Wang 2007). The matyidks pr
important background information for the paper. Much of the material herein wag et o
original submission, but was removed later due to journal page limitations. We, howéeeg be
that the material will be useful to many readers dealing with theduddjeirectional wave
model validation. Because the supplementary nature of this materialspngysencourage
readers to read and understand the journal paper first before reading this report.

Part | of this report provides a review of literature related to directiadalation of
wave models. Part Il of this report discusses a number of issues that isedeosareviewers to
the paper with particular focus on extensive non-directional validation of wave models

Part |: A review of literaturereevant to directional validation of wave predictions

A number of methods for directional validation of wave predictions have been applied
over the years. To provide appreciation for the evolution of these methods and the treads in t
adoption of methods by various investigators, we present here a chronologicgioighe
development of methods and example directional validation studies in the litefatave
landmark papers on closely related subjects are also included. Following this aicadol
listing, we provide a thematic indexing of the references, by number.

1. Longuet-Higgins et al. (1963) developed the methodology which we still use today for
deriving directional properties from heave-pitch-roll buoys. This paper, witlpaoion
paper Cartwright et al. (1963), proposed the “to®del” for directional distribution,

D(6) = cos*[(9-6,)/2]. The ‘s’ parameter is (inversely) a measure of directional

spreading. Since the ¢dsnodel is a model, we chose not to use it in Rogers and Wang
(2007). However, it has been widely used in the literature.

2. Mitsuyasu et al. (1975) were the first of many to propose an empirical, @ai@form
for the directional distributio®( f,8) based on field measurementeir “s’ parameter

was a function of the frequency relative to the pelakf ;, and the wave agé,,/C,.

Other parametric forms followed (not all of them based on the faysn). In particular,

the dependence on wave age has been questioned. A good review of these forms and
related discussions can be found in Young et al. (1996), Ewans (1998), and Young
(1999).

3. Forristall et al. (1978) used the édmodel to quantify directional spreading. The study
was motivated by the need to calculate forcing on a structure for the oilrindutstout
assuming unidirectional waves, which would give incorrect calculations. Timeyared
directional spreading and mean direction from a wave model hindcast for a meirrica
event to that of directional spectra estimated from electromagnetentuneter
measurements. They did not integrate these two parameters across fesgudnss,
they did not show time series, but rather comparisons as a function of wave frequency for
three specific time periods during the hurricane wave event. They concluddukihat t
early generation wave model compared well with the measurements.

4. Komen et al. (1984) is the landmark paper in the early development of third gemerat
wave models. Directional characteristics are of minor concern in this stutielM
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directional spreading in a fetch-limited scenatrio is validated, with Haagse et al.

(1980) as ground truth.

. Hasselmann et al. (1985) introduced the Discrete Interaction Approximatiof {@IA
four-wave nonlinear interactionS,,4. The DIA is the approximation used by all
operational third generation wave models today. Using idealized test casss|rhiann

et al. (1985) and Young et al. (1987) compared two-dimensional spectra obtained from a
model using the DIA to those from a model using more rigorous calculatid&g of
(EXACT-NL). The former appear to be considerably more directionally broad hiean t
latter, at least in the higher frequencies. Comparisons such as this have |esf toybel
some that third generation wave models tend to overpredict directional sprehdirtg

the use of the DIA.

. Kuik et al. (1988) provide an excellent discussion and analysis of methods used to
interpret buoy directional measurements and suggest four directional nitetican be
calculated from buoy measurements without the use of any model, such a$tf@mmos
These four “model-free” metrics—mean direction, directional width, skesyraesl
kurtosis—are each calculated as a function of wave frequency. Their daltwaft
directional width is used in a frequency-integrated fashion by third generatiotlsmode
such as SWAN (Booij et al. 1999, Booij et al. 2005) and WAVEWATCH-III (Tolman
1991, Tolman 2002, denoted “WW3” herein). Kuik et al. (1988) is usually given as the
reference for the directional spreading calculation, though the metricdsrusarlier

articles (e.g. Hasselmann et al. 1980, Long 1980, Vlugt et al. 1981). Mardia (1972) is
given as the original source in some instances (an updated reference isavidrdapp
(2000)). We refer to the metric as “circular RMS spreading”.

. WAMDIG (1988) is the introduction of the WAM model. There is a directional

validation in this paper: modeled mean wave direction (as a function of frequency) is
compared to measured values at several instants in time for a hurricane adsiedvi

two dimensional spectra are compared to two dimensional spectra derivedyfitretis
Aperture Radar (SAR) at a few instants in time in the North Atlantic. Tdeeddantage of
both methods of presentations is that only sample results are possible, rather than long
time series. The approach of side-by-side comparisons of sample two dimespenia

is necessarily rather qualitative.

. Guillaume (1990) compares mean wave direction from second and third generation wave
models to buoy data at one location (the “BEATRICE” buoy location) for a timedper
slightly less than one month. They use one mean wave direction metric thatrst@tteg
across all frequencies, a second metric for 0.17 Hz frequency band, and a thedanetr
the 0.12 Hz frequency band. Mean direction is compared at all frequencies for a shorter
(two day) time period. This paper is a good example of a struggle to condensertitecti
comparisons into a readable presentation without rendering the presentationghesani

. Tolman (1991) includes a validation of directional spreading using the circular RMS
spreading metric. Since it is a validation of refraction in the model using dizétktest
case, there is a known, analytical solution that is used as ground truth. The waves are
monochromatic, so there is no concern about the presentation of frequency variation of
directional spreading.

10. Holthuijsen and Tolman (1991) present directional spreading predicted by models with

differing forcing. That metric is a frequency-integrated version of tleelleir RMS
spreading metric.
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11.Beal (1991) is a collection of papers, with nine papers dealing with wave modelne
fashion. Two dimensional spectra at specific instances in time are compaaddrto r
derived spectra. Three of the papers make very interesting qualitative resom e
times series, with wave height (model vs. observations), direction, and frequency
indicated for various waves systems. Some of these systems occur sousignsee
pages 145, 161, and 185 in that book.

12.Van Vledder and Holthuijsen (1993) make model-data comparisons of the
“dimensionless response time scale of the mean wave direction” to shifts imthe w
direction. In simulations of idealized cases, a frequency-integratedwafsihe circular
RMS spreading metric is presented. Their model uses exact computations réaonli
interactions. They observe that simulated time scales of directional redparisanges
in wind direction are “considerably larger than the observed time scales”.

13.Komen et al. (1994, Chapter V.4) compare the directional spreading inferred from SAR
data to directional spectra of a global WAM simulation (for a one month duration). The
metric for directional spreading is that of Yamartino (1984). It is integratenss
frequencies, and the comparison is a scatter/density plot.

14.Banner and Young (1994) include relatively extensive comparisons of directional
distributions and directional spreading (at the peak wavenumber and four times the peak
wavenumber). They are able to present in this level of detail because they reeove t
temporal dimension by considering only idealized time-independent fetchdimite
simulations (and observations). Empirically derived parametric directiortabdison
functions are used as ground truth. They use a different calculation for directional
spreading, also used in Young (1999). Young and Van Vledder (1993), Banner and
Young (1994), and Young et al. (1995) argue that in the spectral region high&fgt2n
(i.e. frequency greater than twice the peak frequency), spreading is @hbylthe four-
wave nonlinear interactior$s.

15.Khandekar et al. (1994) use the method of side-by-side comparison of two-dimensional
spectra, similar to that of WAMDIG (1988), to evaluate the performance dita fir
generation and third generation wave model. Buoy-derived two-dimensional spectra a
used as ground truth (inferred from buoy motion via a data-adaptive method). In the
examples shown (four instants in time), directional spreading of the third genera
wave model appears to be too broad.

16.Jensen et al. (1995) compared directional spreading from a WAM hindcast to that of
measurements at three locations near Duck, N.C. during a large synomic-scal
northeaster (dubbed IOP-2). For the directional spreading metric, they use that of
Yamartino (1984). At the one nearshore location (8 m depth), agreement is fairly good,
while the modeled directional spreading is too narrow at two further from shore (27 m
and 47 m depth). The results are noteworthy since they are contrary to conventional
wisdom (that third generation wave models overpredict directional spreading).

17.Heimbach et al. (1998) took a new approach to validating mean wave directions: they
compared climatologies of WAM mean wave direction to SAR mean wave direction ove
the globe (on a®5° grid). The comparisons are made for four separate seasons and sea
and swell are presented separately.

18. Forristall and Ewans (1998) focus specifically on directional spreading.a8itmil
Forristall et al. (1978), the concern is the reduction (associated with divalcti
spreading) of wave forces on structures. They use a metric associdtehkisviorce



Rogers and Wang

reduction, as well as the circular RMS spreading metric (both with and witleouteincy
integration). Similar to earlier works, Forristall and Ewans (1998) avoid thegonobi
presenting time series by using the idealized time-independent fetbbdliscenario as a
basis for comparing models to observatfofi$iey observe that both the EXACT-NL-
based third generation wave model and the DIA-based third generation wave model (a
WAM variant) “are broadly consistent with the empirical distribution, but thecEX L
spreading is lower than the [WAM] spreading at higher frequencies.frégaency-
integrated circular RMS spreading metric indicates greater spgadih the DIA-based
model (approximately 3§ than that from the EXACT-NL-based model (approximately
29°).

19. Forristall and Greenwood (1998) also focus specifically on directional spged@tised
on idealized test cases, they argue that WAM has a tendency to overprediobmail
spreading and that this overprediction is primarily due to the DIA approximati&for
A long-term (multi-year) hindcast with a third generation wave model (withxeméed
version of the DIA) is compared to measurements at two sites in the North Sea.
Freguency-integrated directional spreading is used as the metric. Theydsotiwt there
is reasonably good agreement between the hindcast and measured directiodialgsprea
A figure shows the model spreading is underpredicted by the long-term modelstghdca
(too narrow) for cases with significant wave heights below 6.5 m, but in discussion of the
figures, the authors state that the hindcast spectra are too broad, which ibuleebey
consistent with the trend observed in their comparisons for idealized cases. Tihe pape
also compares hindcasts from two models (a first generation model and the third
generation model mentioned above) for Hurricane Opal (Gulf of Mexico, 1995) to
directional measurements at an oil platform. Both models greatly overpspdéading
(too broad) during most of the storm duration.

20.Babanin and Soloviev (1998) does not pertain to model validation, but does introduce a
new metric for inverse directional spreading. The method is quite intuitise; it
frequency-dependent, calculated as simply the area under the directiomaltistifirst
normalized such that the maximum value is unity. They reference an eantlevwitten
in Russian, Belberov et al. (1983). The method is applied in Young and Babanin (2005).
It requires knowledge dd(0), so it is less useful in cases where only a few Fourier
coefficients are known.

21.Krogstad et al. (1999) acknowledge the difficulty of comprehensive directiondétiah
and make qualitative comparisons of two-dimensional spectra.

22.Alves and Banner (2003), like Banner and Young (1994), consider the reduced fetch-
limited case. Directional spreading is one of several metrics used totevdlea
performance of variations of a third generation wave model. The directionatispyeat
the peak wave numbé&g and &; is plotted against wave age, with observation-based
relations also shown. With the models used, there is a tendency to overpredict directional
spreading at the spectral peak, particularly more mature stages otlexsslepment.
Model performance by this metric is poor relative to performance by otégics(such
as total wave energy or peak frequency).

2 Other cases are studied in the paper, but thb-fetited case is the only case where the modelsipplied (our
focus is model validation).
% Their spreading parameter, inversely related teagting, is overpredicted by the model.
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23.Moon et al. (2003) compare SRA data to high resolution WAVEWATCH-III hindcast
results for a hurricane case. Mean wave direction at the spectral peak islome of t
primary metrics for evaluation; the authors report that it is simulatedaceyrately.

They also make side-by-side comparison of collocated measured and modelszhdirec
spectra (18 collocated points), similar to the comparisons made by WAMDIG (1988).
Again, excellent agreement is reported, though the authors observe that “the model
produces smoother spectra with narrower directional spreading than do the amservat
when the real spectrum has multiple peaks”. One can reasonably expect thelhavier
is associated with the complexity of the wind regime, rather than a systéemalency

on the part of the model to generate wave spectra that are too narrow.

24. Ardhuin et al. (2003) are specifically concerned about the directional spgedtiey
validate a wave model developed to simulate shelf-scale processedi@efigtwaling,
bottom friction, Bragg scattering). Their metric is the circular RMS spngealver a
band of frequencies near the spectral peak. Directional buoys and a wave gageesarra
used as ground truth. They argue that the change in directional spreadinghecsmssft
(in their case, at least) is a balance of the effects of refractinici{(\iends to narrow
spectra) and Bragg scattering (which tends to broaden spectra), and possibbgtsame
unknown physical process(s) which tends to broaden spectra.

25.Wyatt et al. (2003) made extensive directional comparisons of sub-regional WAM
simulations to wave observations by buoy and radar instruments for a durati@m great
than one month. The methods they use are 1) time series of one-dimensional directional
wave spectra (i.e. two-dimensional spectra integrated across frequencemalized
comparison), 2) seven-day time series of circular RMS directional speeisdéegrated
across all frequencies , 3) seven-day time series of a peak direction4ystatistics for
mean wave direction at the peak frequency, 5) statistics for mean wavedirect
integrated over four different frequency ranges (which are constantaiy tamd 6)
sample side-by-side comparisons of directional spectra (four instantejgualitative).
Inspection of comparison (2) in their Fig. 5 suggests a tendency by WAM to underpredict
the frequency-integrated spreading during the seven days shown. The authothagpor
there is evidence that WAM “responds slowly to changing conditions perhaps due to the
coarser resolution in wind forcing”.

A thematic indexing of the above references follows:
» Ground truth for directional spreading validation:
o Gauge array in situ data : 3,24
0o Buoyin situ data: 11,15,16,19,24,25
o Radar:7,11,13,23,25
o Empirical/parametric model : 14,22
0 Analytical solution : 9
» Directional spreading metric:
o “s’ spreading parameter in “cOsform: 1,2,3
o “circular RMS spreading” (defined in Section 3): 6,9,10,12,18,24,25
0 “mean spectral width” and “mean directional width” (defined in Section 3):
14,22
Yamartino (1984) definition: 13,16
force-based spreading factor: 19

(ol e]
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Directional spreading validation:

0 Reduced comparison (infinite fetch or infinite duration): 14,18,19,22

o Reduced comparison (one or more time/location pairs) : 3,5,7,15,23,25

0 ldealized case (not a hindcast) : 5,9,14,18,22

o Short duration hindcast : 3,7,11,16,19,23,24,25

0 Medium duration (15 days) or longer hindcast : 13,15,19
Wave model development:

o Numerical : 4,7,13,22

o Parametric : 2
Validation of wave model directional spreading:

0 Quantitative: 3,9,13,14,16,18,19,22,24,25

0 Qualitative: 5,7,11,15,23
Medium duration (15 days) or longer hindcast for mean wave direction validation:
8,17
Hindcast directional spreading validation:

o Quantitative non-data-adaptive comparisons with in situ data ground

truth:16,19.24,25.

o Qualitative comparisons with frequency variatioins:3
Any frequency variation of a directional spreading metric, with quantitateem
validation (not all are hindcasts): 3,4,9,18,19,22
Data-adaptive models and data-processing methods: 1,6
Evaluation/discussion of directional comparison methods: 8,11,21
Forces on structures as a focus/motivation: 3,18,19
Numerical wave model validation: focus on mean wave direction: 8,17
Climatology (model and observations) to evaluate modeled mean wave direction:17
Model with “exact” four-wave nonlinear computations as ground truth; effect of DIA
(approximation of four-wave nonlinear interactions) on wave model directional
characteristics: 5,18,19
Study of model behavior (not validation): 10, 12
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Time Authors (years)

1960s Longuet-Higgins et al. (1963)

1970s Mitsuyasu et al. (1975); Forristall et al. (1978)

1980s Komen et al. (1984); Hasselmann et al. (1985); Kuik et al. (1988) WAMDIG
(1988)

1990s Guillaume (1990); Tolman (1991); Holthuijsen and Tolman (1991); Beal
(1991); Van Vledder and Holthuijsen (1993); Komen et al. (1994); Banner and
Young (1994); Khandekar et al. (1994); Jensen et al. (1995); Heimbach ¢t al.
(1998); Forristall and Ewans (1998); Forristall and Greenwood (1998);
Babanin and Soloviev (1998);Krogstad et al. (1999)

2000s Alves and Banner (2003); Moon et al. (2003) Ardhuin et al. (2003); Wyatt et

al. (2003)
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Part |1: Details and discussions not included in the article, RW

Here “RW” refers to the submitted manuscript, Rogers and Wang (2007).

2.1 Validation of non-directional spectra F(f)

In the RW manuscript, we state:

“These wave heights are also compared to data in scatter-plot formwatbhngean
period, the mean-mean wave direction, and true peak period.... By the standards of ade&lve m
which uses only wind forcing, the agreement is very good for all four methesgdod
prediction of wave height and mean period suggests that the non-directional wawerpectr
are fairly well-predicted. This provides confidence that the hindcast is suitatdetailed study
of accuracy of prediction of directional spreading.”

The phrase “fairly well predicted” is obviously rather vague. The origimatgssion of
RW only included bulk parameters as evidence H@tis fairly well-predicted. A reviewer
requested that we add actual comparisons relatir¢fxoWe agreed that this is helpful to
interpreting the directional comparisons, so two new plots dealing with noniaiact
comparisons were added in the final version of the paper.

The purpose of this section of the supplemental report is to scrutinize in much greater
detail the accuracy @f(f) in this hindcast. The results of these plots are consistent with the two
plots added to RW, but provide some minor additional information.

2.1.1 Bulk parameters

Bulk parameters are shown in Figure 1. Results look very good, but taken as a whole,
these three metrics (wave height, mean period, peak period) do not tell us whethal sjobtr
(in frequency space) is accurate. This is stated in RW. To explain furthdieekegreement in
these parameters may hide two possible “bad” scenarios:

1) overprediction at low and high frequencies, underprediction at the peak
frequency (i.e. spectral width is too broad).
2) underprediction at low and high frequencies, overprediction at the peak

frequency (i.e. spectral width is too narrow).
Another inherent problem is that inaccuracies in less energetic regions of ttrarspei! be
downplayed in the bulk parameter comparison, since they are moments. This may not be a
desired consequence in many cases.
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Figure 1. Comparison of bulk parameters. This figure also appears in the subrtittedNote
that the populations for wave height and period are relatively large herey gneatd 500,
because we are including all cases, not just those for which Hs>0.5 m.

2.1.2 Mixed seas and swells

In Lake Michigan, mixed sea/swell conditions are not common, but do occur occasionally
after sudden changes in the wind speed/direction. Thus, it is important to know whether the
model is sufficiently reproducing this effect. Based on the comparison of wave, meégtrt
period, and peak period here, there is no concern that model spectra are often uni-medal whil
buoy spectra are bimodal or vice versa; persistent coincidental agreeraeatlong time series
is not possible. In fact, one could argue that only two of these bulk parameters would be
sufficient to alert a user of this problem, if it is persistent.

2.1.3 Averaged F(ff

The mean spectra, as a functiorf/ffis shown in Figure 2. Each individual spectrum
was binned according fitf, and each bin integrated to calculate variance. At each bin, a time-
average was calculated to get the mean value for the hindcast, shown in the top paoeleiThe |
panel of Figure 2 shows the population used in the time average of each bin.
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Figure 2. Comparison of mean spectral energy density as a functiyr ©he population used
at each frequency bin is shown in the lower panel. In thisfglodrresponds to the individual
synthetic peak period for model and buoy. This figure is included in the new submission.

2.1.4 Choice of method of calculatingdr validation results

Unfortunately, choice of peak frequency does affect the results. For a gggeetricy,
there are six options for calculatifyf:

1) use synthetic peak frequency of SWAN for the SWIA[, and synthetic peak frequency
of buoy for the buo¥(f)

2) use true peak frequency of SWAN for the SWA{), and true peak frequency of buoy
for the buoyF(f)

3) use the synthetic peak frequency of buoy for both buoy and SWAN

4) use the true peak frequency of buoy for both buoy and S\WEN

5) use the synthetic peak frequency of SWAN for both buoy and S\W#N

6) use the true peak frequency of SWAN for both buoy and SW&N

Figure 3 shows the sensitivity of the results to this choice. The vertisabfaFigure 3 is the

F(f/f,) of SWAN minus thd=(f/f,) of the buoy (i.e. the blue line is the difference between the two
lines in the top panel of Figure 2. Note that/at=1, there is no consensus regarding the sign of
the bias. This plot tells us that the general trend in bias is robust (i.e. the sathgixor a

methods) at all frequency biegcepthe “f/f, =1” bin. Thus, we cannot conclude from Figure 2
whether the energy level #t, =1 is overpredicted or underpredicted (the plot shows
underprediction). At the other frequency bins, Figure 2 should provide a good indication of bias.
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So from Figure 2, we can say that
1) The model has a tendency to overpredict low frequency energy.
2) At the bin closest to the peak, Figure 2 is ambiguous.
3) Above the peak, the model has little bias: a slight tendency to underpredict energy.

0.08 I
-~ indiv. f synth.
—— indiv. ptrue
0.06 -~ buoy f synth. H
_4 buoyf true
> SWAN f_synth.
S 0.04r i SWAN { true
SIJ p
<Z(
= 0.021 -
"
o o=y 1
g
N§, -0.02 -
a
T —0.04r 7 Z‘;
s
-0.06 - 1 &
g
g
-0.08 : ‘ : ‘
0.5 1 _ 15 2 .
f/fIO (which fp is used is indicated in legend)

Figure 3. Model bias (in spectral density) as a functidif,ofThis plot quantifies the sensitivity
to the choice of method of calculatifyg

2.1.5 Comparison without temporal summation (scatter plots)

Figures 2 and 3 show averaged results. Since we have time-collocated model avaliancg
values at each of 24 frequency bins, it is possible to show the data used to creat2. Hilgisrés

shown in Figure 4. The “partial wave heighti =4./U i 1S ShOwN. The plot shows

'mO, partial

excellent agreement near and above the peak, but the tendency to overpredict eoerthebel
peak is clear.

partial
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Figure 4. Comparison of “partial wave height” for 24 frequency bins.
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Figure 5. Comparison of “partial wave height” for 4 frequency bins, consisténtivaei bands
used to compare directional spreading in the original submission of the paper. Uiasdig
included in the submitted manuscript.

2.1.6 Summed F(f)

Since we have time-collocated model and by, we can simply perform a summation
in time. Unlike the scatter plots of Figures 4 and 5, this does not quantify randomnestesaiit
is more similar to the type of comparison shown in Figure 2. However, it is anothdrwag
of looking at bias, and is not subject to sensitivity to the method of calculation of peak
frequency. This is shown in Figure 6a,b.
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Figure 6b. Identical to Figure 6a, but on linear scale.
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2.1.7 Pass/Fail Analysis

Next, we present an ad hoc pass/fail analysis. During the reviews, a neviewe
recommended that we use an objective comparison of model non-directional spegteanus
approach such as Alves et al. (2002). We do so here, albeit in a modified fashion. The Alves et
al. [2002] method of overlaying one-dimensional spectra is not practical in oybeaseise we
have 1759 spectra, as opposed to 132 in Alves et al. However, we did experiment with the
approach of Alves et al., essentially producing an equivalent of their Table i,draphical
form, and with a simpler (albeit more arbitrary) pass/fail criteria. &perimented with a few
different criteria; they all suggested the same thing: that the msssteat problem with the
model was an overestimation of energy in the 0.7 andf@,8%ns used in our analysis. The 0.85
f/f, bin was the worst.

The idea here is to look at each model/dgtacomparison and for each frequency bin,
to identify whether the model has “passed” or “failed (underestimation)’adetf
(overestimation)”. Since we don’t want to include low-signal cases in our cmmipawve have a
fourth condition/result: “both model and data have low energy levels”, which we define as
having spectral energy denskf) below 0.3 yHz.

The pass/fail criterion of Alves et al. (2002) is based on statistical uintgasociated
with degrees-of-freedom issues. It does not consider instrument errois Justfiable, since
there are no reliable estimates of instrument error in measuremé(3. dfistead of basing our
pass/fail criterion on statistical uncertainty, we use a simpler and eattigary criterion based
on our best guess of the error bounds of the measurements. Specifically, the notster ¢o
pass ifF(f) of the model is between 50% and 200%- @) of the buoy. Because this method is
very arbitrary, we do not feel that this comparison is appropriate for inclusion er-agwewed
journal. However, we present it here in this less formal document.

Figure 7 shows an example evaluation of a model spectrum. The example shaw “fail
(overestimation)” at a frequency band below the peak. Figure 8 shows the estilisl r
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Figure 7. This plot shows a manually chosen example spectrum. This spectrum sbeuzaese
it demonstrates a typical “failure” characteristic (overpredictf energy below the peak).
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Figure 8. Results of the pass/fail analysis. This is on a coarsened frequdrn&ins). Note
that a given coarse-grid bin may contain multiple components from the same spéwotrum;
percentage is based on the fine-grid population at each coarse grid bin.

2.1.8 Sufficiency of bulk parameters comparison

Of course, all of this analysis is quite time-consuming. It is reasonablk tis @s
enough to simply include the comparison of bulk parameters (Fig. 1)?” We havey @rgadd
above that these bulk parameters will not always alert us to problems with Isp@titiaso the
answer would have to be “No. Comparison of these bulk parameters will not always be
sufficient”. Another reasonable question: “Would it have been sufficient in thisydarti
case?”. Figure 9 below shows a subset of the total population of the hindcast tisiel'berie
subset consists of the cases in which the SWAN spectral energy denstg ithan twice the
buoy spectral energy density in this frequency bin. Mean period is overpredieletbat every
point. Thus, it is apparent that a scatter-plot comparison of mean period is an effexthoel of
revealing this most serious defect in this simulation, with regard to predictimonedirectional
wave spectra. Figure 9, is very convincing, but we must concede that the problamalig vis
more alarming and less ambiguous in the case d¥(f)\@omparisons.

At any rate, the reviewer’s insistence that we include comparisons of remtiahal
spectra in the manuscript was justified, significantly improving the papeofomion).

17



Rogers and Wang

Elow too high; Lake Michigan: at location of buoy 45007 ; mean period (sec) (over 0.0846 to 0.3868 Hz)
8 T T T T T T T H
va i
6r |
—
L gL |
pzd
S
0 4r .
P4
c <
:
3 L | L
= %
Qo
£
38
2f 12
<
S
8
2
1 1 <
~
n = 538 out of 1508 3
<
O | | | | | | | =
0 1 2 3 4 5 6 7 8
Tmean buoy (s)

Figure 9. Scatter plot comparisonfeanfor a subset of the population for which at least one
spectral energy density component rfiéfgr=0.85 is overpredicted by SWAN.

2.1.9 Accuracy of F(f) relative to the “state of the art”?

Despite the apparent modest positive bias in mean period in Fig.1, the overaltyacfura
mean period is still very good, and in fact the accuracy of the frequency distribatnpares
favorably with the accuracy of the most accurate of six model permutstistes by Alves et al.
This is not accidental. Nor do we mean to imply that SWAN is somehow superior to these
variants of WAM. Rather, we deliberately chose this type of simulation (Lakaidaic
modeled with SWAN) because of skill with regard to non-directional wave sphstranstrated
in previous exercises. This accuracy makes it possible to validate théod@écharacteristics.
This is discussed in RW.

There are not many previous comparisong(@®fin the literature for long duration
hindcasts; Alves et al. (2002) is one of them. We believe that the level of agresment
demonstrated in Figure 4 is as good, or better than, all previous evaluations of model
performance. As such, we believe that it is a good representation of the beahthatachieved
with the current state of the art. However, the results are still notlgrs#gsfactory; they are
only “fairly accurate”. Significant problems are evident below the peak.

Of course, this judgment of “fairly accurate” remains subjective and wetunétely do
not have the resources to make adequate comparisons to prior simulations bysetehers.
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2.2 Directional spreading validations.

2.2.1 Directional Spreading Results: Are they “Universal’?

One of the reviewers of the manuscript repeatedly stated that the mantiagmgtthat
results obtained with the SWAN model are representative of other 3G models.

In RW, we do not intend to give the impression that our observations about model
behavior in this hindcast are universal, i.e. that readers should expect to see thehsaioeihe
all other simulations. Of course, we would like to believe that the results are not aal\grimm
we implicitly acknowledge that more evidence would be required to make sWestptements.

It is, in fact, common sense that results are not universal. If ECMWF reportgiaepos
bias in wave height with the WAM model in the North Sea, would they be able to clairnehat t
NWS running WW3 in Lake Superior will also see a positive bias? Of course not.

In the manuscript, we do not address the issue of sensitivity of results to the mddel use
However, we did perform a new SWAN simulation, this time with the weighting ottagve
wavenumben in the steepness-limited dissipation terrmas.5 instead oh=2.0. In fact this
does change the results. See Figure 10. There is not much change in bias at and pelaky the
but in the third frequency band (If,2o 2.0f, ), the bias is 5° (instead of 1°). In the fourth band
(2.0f, to 3.0fy), the bias is 5° instead of -1°. Thus we demonstrate what should be already
obvious: that results presented in the manuscript are not “universal”.

Despite the debate, there is agreement on the main point, which could be summarized as:
“It would be inappropriate to make claims in the manuscript that the hindcass r@sdented in
the manuscript are universal to all models.”
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80 p P 80 p p
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Figure 10. Directional spreading comparison usiaf).5 instead ofi=2.0 inS;s This
demonstrates that the RW results are not universal.
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2.2.2 Validation of other models

A possible extension of RW would be to repeat our hindcast with another model. We
have, in fact, simulated the same case using WAVEWATCH lll. They weraciaded in RW
primarily due to page limits of the journal. However, we further decide noptodace them
here for two reasons:

1) The reproduction of the non-directional spectra was unsatisfactory, so atieseot
directional statistics was not justified. As an aside, the unsatisfaeuits do not necessarily
reflect poorly on that model; it may be due to omission of stability effentgexmple.

2) We do not want the readers to be distracted by concern over which model is “better”.
Determining this is not an objective of this study. When one presents statistie® fmodels,
determination of the winner and loser inevitably focuses some readersoatt&nirther, we
believe that such “bake-offs” are a negative trend in the literature; tyye=e of conclusions can
be meaningless unless closely scrutinized, since models can be right footiger@ason and
vice versa.

2.2.3 Other methods of calculating directional spreading

Besides the circular RMS directional spreading metric, some other dsedne: 1) the
Yamarinto (1984) [also Komen et al. 1994] method, 2) the Babanin and Soloviev (1998) method,
3) co€® method (via fitting) used in Forristall et al. (1978), 4) the force-reduction methdd use
by Forristall and Ewans (1998), and 5) the method used by Young (1999, pg. 128), which is
referred to as the “mean directional width” and the “mean spectral width¢h is:

sz(f,@\e—eo\de
g,(f)==

E(f) ’
...except insofar as the absolute value operation is not included in Young (1999).

To provide a sense for how the calculations differ, example calculations byaimeetivods are
shown in Fig. 11.
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Figure 11. Directional spreadin@,(f) of an arbitrary spectrum, according to the metrics used

by Young (1999) and Kuik et al. (1988). The circular RMS spreading used by Kuiksalab
used in this study.

2.2.4 Skewness and Kurtosis

One possible criticism of the submitted paper, RW, is that it only deals wetttidival
spreading and (to a lesser extent) mean direction. Skewness and kurtosis eictiendlr
distribution function can also be inferred from buoy motion. Thus it can be argued that RW is not
a complete “directional validation using buoy observations”. As is mentioned in RW,
measurement uncertainty is greater with these higher order moments (lQLikR @88 give
guantitative estimates of uncertainty, summarized in Anctil et al. 1993 andNR&¥surement
uncertainty is already problematic enough with the lower order moments. Thus, though
comparisons of skewness and kurtosis were performed, the comparisons were ned imclud
RW. Two figures here—from the idealized simulations—are examples ofechpikbts.
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Figure 12. Skewness comparison for the idealized case of the submitted npariXdtrihere is
produced using WW3).
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Figure 13. Kurtosis comparison for the idealized case (XNL here is produced usiy WW

2.2.5 Data-adaptive methods/models

Data-adaptive methods and models are practical to use and some (e.g. Maximoay Ent
Method, Lygre and Krogstad 1986) do not change basic parameters like mean direction and
directional spread. Probably, anyone who applies such methods will be aware witdteohs,
but our experience is that someone who is simply provided with the resulting directional
spectrum is often unaware of the limitations.

As stated in RW, we choose not to use these methods because they introduce an element
of subjectivity that can be avoided by utilizing the Fourier coefficientsttiré@ne of the
reviewers of RW was sensitive to criticism of the use of data-adaptive methddsodels in
validation exercises, so it was necessary to soften the tone of this discussicankgeethe
original submission stated with regard to data-adaptive models such as’ferons‘but these
models [and methods] can be misleading, since they give deta[ﬂéfoﬂ) that are not actually

determinable from buoy motion.” Sensitivities asitiéemains an interesting point of debate.
Kuik et al. (1988) state it well: “All these metlsdf the first class suffer from various
shortcomings for routine applications: they maygasj a misleading directional resolution, the
shape assumption may not be justified or the resatjuire skilled interpretation. Reconstruction
of D(8) from pitch-and-roll buoy data should thereforeunelertaken only in a non-routine
manner, if the distribution of wave energy oveedtions is a strictly required quantity in any
further processing.” [As an aside, we should benczant of the distinction between data-
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adaptive methods (such as Maximum Entropy Method)data-adaptive models, such as the
cos® model; we strongly recommend reading this disaussi Kuik et al. (1988) within
context.]

One interesting defect of the éddata-adaptive model (and presumably most other
types) is that it introduces limitations on thegas of the four directional moments (mean
direction, directional spreading, skewness, kusjoand dependencies between these moments
which are not defensible (Kuik et al. 1988), foample skewness has a functional dependence
on spreading with the cBamodel.

When the Maximum Likelihood Method (or “Maximumkelihood Estimator”,
described in Oltman-Shay and Guza 1984) is apphiddioy Fourier coefficients {dn,a,b,) to
create a directional distributidd(8), and then subsequently integrated back to Fourier
coefficients (g by,a,b), the original Fourier coefficients will not bec@vered: the resulting
coefficients suggest a more broad directional ihigtron than the moments actually measured by
the buoy. In our experience, the Iterative Maximiukelihood Method (Oltman-Shay and Guza
1984) also suffers from this problem. However, #perience is apparently contradicted by a
statement in Benoit et al. (1997), so we hesitatgeheralize. The Maximum Entropy Method
does not suffer from this problem. However, Bemoial. (1997) criticize that method for
overpredicting the height of directional peaks anthetimes creating spurious bimodal
distributions.

2.2.6 Directional resolution

In RW, a directional resolution of 10° is used. $hais not much higher than the
resolution used in most operational models tod&y)(JAre our results sensitive to directional
resolution? Perhaps; for example we do not know semsitive the nonlinear computations are
to directional resolution for our case. Howevere @hould keep in mind that the calculations of
the directional moments are integrations. Therefaret that the RMS directional spreading and
the resolution are the same order of magnitudeldhmat be cause for alarm.

2.2.7 Calculation of synthetic peak period

In the hindcast analysis of RW, we use a “syntheti@k period” which is a simple
function of the mean period, a more stable quattidgy true peak period. The relation is
determined using a simple linear regression otwemetrics for the time period of the
hindcast. The mean period is calculated over thguency range of 0.07 to 0.4 Hz.

For the modeled values, the result of the regressio

T,=12147 .. —0.7126
For the buoy, the regression is:
T, =12329 ..~ 0.70509.

The small discrepancy between the two suggestsdeshproblem in modeled spectral shape,
already discussed above.
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Figure 14. This shows how we create a “synthetakpeeriod” using mean period. It is more
stable than the actual peak period. Here, both lnadySWAN values are used in the regression.

2.2.8 Narrow fetches

One reviewer made the comment that geometry caa &aeffect on directional
spreading. This is almost certainly correct. Howetlee reviewer went further by stating that the
geometry of the lake might invalidate our resulisis was based on two assertions. There are
major errors in both cases:

1) One assertion was that two cited papers show thregrt wave model physics
cannot deal properly with wave growth in limitedcte geometries. Only one
cited paper makes this assertion and it does $wmutitany substantiation. The
other cited referencdirectly contradictghis assertion and is substantiated by a
citation. Further, we expect that the assertiomrang, based on our own
experiments (see below).

2) The other assertion was that our case was a “ndgtmh”. The reviewer cited
“open ocean” (his/her wording) data in Ataktirk dfatsaros (1999). However,
Atakturk and Katsaros (1999) actually call it “largpodies of water” data, and it
turns out that this larger body of water is Lake#@io, similar in size to Lake
Michigan (see below).

Our detailed response follows:

“The reviewer makes an excellent point, and thesesame interesting papers, which we

had not previously read. We agree with the revieavel the cited references—Kahma and
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Pettersson (1994), and Ataktirk and Katsaros (19499at directional properties can be
significantly affected by fetch geometry. Of coyrdes isn’t necessarily a problem for the paper.
It is only a problem if the 1) geometry is narromda?) the model physics cannot handle narrow
geometries. We can discuss two questions separadellyrom the position of NDBC 45007, is
Lake Michigan narrow?” And 2) “Do the models havelgems with narrow fetches?”

To answer the first question, we would say “somesinbut mostly, no”. If one looks at
the position of NDBC 45007, one will notice thag tietch might only be considered “narrow” in
cases where the wind is blowing from the north. Wikalso point out that in the Ataktirk and
Katsaros, the “open ocean data” are actually labatedata from a “larger body of water” and
are in fact from Lake Ontario! The latter may b@ested to have fetch characteristics similar to
Lake Michigan. Anyway, we do admit the potential i@odestly narrow geometry in our
hindcast, and we move on to the next question...

“Do the models have problems with narrow fetche&®’do not see any evidence that
3G wave models are incapable of reproducing thecefThis effect is actually produced by
model kinematics—as opposed to adjustment of tbhecetsink terms—and if one can accept
linear wave theory, we know that the models ar¢éeggwod at kinematics. In Kahma and
Pettersson (1994), the authors do state, “...WAM . wahiittle difference in the energy of wave
growing from a straight shoreline or in a narrowy barovided the grid is fine enough that the
bay contains more than one gridline.” However, gteggement occurs in the introduction and is
not supported (an anomaly in an overall very nigegp). We performed our own experiments
with SWAN and one does see a very significant diffiee in wave growth, as one would expect
(Figure [15] included here). So perhaps the statenmeKahma and Pettersson (1994) is based
on some problem with early versions of WAM or isedo some sort of misunderstanding. In
fact, Ataktirk and Katsaros (1999) cite WAM4 resuithich, similar to our SWAN testdp
exhibit the expected effect of geometry on wavengino Of course, the exhibited effect is
gualitatively correct but not necessarily quanittglly correct. At any rate, the geometric effect is
worth mentioning, so we have added a discussionetdext.”
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Figure 15: Wave growth tests with SWAN, with vatalvidth. “One-D” is essentially infinite
width. Upper and lower panels show the same inftionaon different scaling. Results are non-
dimensionalized with U10. The total length of tleenputational grid is 300 km. The model
shows the expected reduction in wave growth witmenmarrow geometries. SWAN does exhibit
some strange behavior at small fetches, visiblegdog plot, but we expect that this would
disappear with increased resolution.

2.2.9 Sensitivity to the high frequency tall

Banner and Young (1994) compare results with a elynautoff, which is a shortcut
used in WAM and WWa3 to reduce computation timesusrresults using a more rigorous cut-
off, fixed at a high frequency. They note drasiitedences in the results, which is of course
alarming, since the shortcut is standard in WAMemiewer argues that our results may be
invalid, claiming that SWAN uses a dynamic cutioétween the prognostic and diagnostic
portions of the spectrum, and citing these dratifferences, presented in Banner and Young
(1994) and Alves and Banner (2003). The reviewarag. SWAN uses a fixed cut-off, not a
dynamic cut-off (Booij et al. 2005), and the fixewt-off that we use in RW is even slighthore
conservativahat the fixed cut-off presented asgorous method in the comparison of Banner
and Young (1994). Regarding tliealized simulationgn the original submission, wad use
WW3 (which employs the shortcut). We replaced thresalts with SWAN (which does not
employ the shortcut) simulations, but as it turag the results were qualitatively similar. Thus
our experience is inconsistent with Banner and gpo{®94). Our detailed response follows:
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“On the subject of the high frequency tail with 8&/AN simulations, we used a high
frequency limit of 1.0 Hz. With the hindcast, we @omparing with buoy data; the highest
frequency in the directional buoy data is 0.35 Haus the frequency range of 0.35-1.0 Hz is
part of the computational grid but is not included¢domparisons. In other words, there is a large
separation in frequency-space between the diagniasitiand the presented results. In fact, our
cut-off frequency of 1.0 Hz is higher than the ¢utsed by Banner and Young (1994) in their
“unconstrained tail” calculations, 0.92 Hz. QuotBgnner and Young (1994) “Extensive
numerical sensitivity tests showed that, providea éxplicit computational grid was extended to
quite high wavenumbers, such as used there, thpwational tail extension only biased the
highest two or three spectral wavenumber bins.tharr SWAN uses a fixed tail rather than a
self-adjusting cutoff. The SWAN manual states “Abdlie fixed high-frequency cut-off
(typically 1 Hz for field conditions) a diagnosfitail is added. This tail is uséd compute
nonlinear wave-wave interactions at the high freques and to compute integral wave
parameters. The reason for using a fixed high-feeqgy cut-off rather than a dynamic cut-off
frequency that depends on the wind speed or om#an frequency, as in WAM and
WAVEWATCH-III,...".

On the subject of the high frequency tail with W83 simulations (for the idealized
cases in the original submission), we again udgdtafrequency limit of 1.0 Hz, but in the
context of WW3, this has a different meaning. Cotapans are abbreviated well below 1.0 Hz,
at 0.25-0.31 Hz (see normalized spectrum from Xhugation in figure below). Fortunately,
the figures shown in the manuscript do not inclirdguencies outside this range; they stop at
0.22 Hz. The bimodal structure is clearly visibighe region of the spectrum (up to 0.22 Hz).
Unfortunately, we still have the problem that thagmostic tail may be polluting the prognostic
part of the spectrum. This is the problem thatréweewer appears to be concerned with. To
address the reviewer’s concern, we could disaldeaitijusting-cutoff feature in the
WAVEWATCH-IIIl. However, since we wrote the originadanuscript, XNL has been
implemented in SWAN. Therefore, we take the easiete of replacing WW3 simulations with
SWAN simulations. The differences turn out to blatreely minor. It would be interesting to
contrast this observation with the very differebservation of Banner and Young, but that
would be a separate study.”
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Figure 16: Normalized spectrum from XNL simulatidine figure may not reproduce well in
black and white, but still the bimodality at 0.0%05 Hz and 0.15-0.20 Hz should be evident.
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idealized case
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Figure 17a. This is from the original submissiantHis figure, Wavewatch-IIl was the model

used. The figure is included here, to contrast Withfigure in the new submission, which shows
results from the SWAN model.
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Figure 17b: As with previous figure, this is a figdrom original submission. In this figure,
Wavewatch-IIl was the model used. The figure isuded here, to contrast with the figure in the
new submission, which shows results from the SWAMeh.
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2.2.10 Additional figures
Additional figures, not included in the submittedmuscript, are given here

Lake Michigan: at location of buoy 45007 ; HmO (m) (over 0.07 to 0.4 Hz)
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Figure 18. These are the points actually includeithé directional spreading comparison
(H>0.5m).
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Figure 19. Mean-Mean direction validation of SWAgsults (0.7, to 1.3fy ).
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