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(Manuscript received 6 November 2002, in final form 23 October 2003)

ABSTRACT 

This paper describes the subjective interpolation method (SIM) for 
generating three-dimensional temperature distributions from remotely sensed 
sea surface temperature (SST) fields. SIM incorporates MATLAB-based cloud 
removal software and a method of generating synthetic temperature profiles 
based on observations. This approach depends on the human facility for 
recognizing patterns in complex images. Three-dimensional temperature fields 
produced by SIM are compared to analogous fields based on optimal 
interpolation (OI) methods by using temperature fields interpolated by the two 
methods to initialize a baroclinic coastal ocean circulation model. The initial 
SST surface fields from both methods have a bias of less than −0.5°C and rms 
errors of less than 1.5°C. After running for 48 h, the bias and rms errors for the 
OI simulations are 0.3° and 1.2°C, respectively, whereas the same errors for 
the SIM run are 0.7° and 0.9°C. The OI and SIM approaches can be combined 
to allow preprocessing of SST data in three steps: 1) bad pixels can be marked 
by a human user (quality control), 2) automated OI methods can be used to 
produce valid SST fields based on available reference data, and 3) the SST 
field can be projected into the water column using a combination of observed 
and synthetic profiles. 

 

 
 
1. Introduction Return to TOC 

Remotely sensed ocean variables have proven useful in evaluating both 
physical and biological processes in the coastal ocean, especially when used in 
conjunction with in situ measurements (e.g., Arnone and Gould 2001 ; Walker 
and Hammack 2000 ; Schofield et al. 2002 ; Glenn and Grassle 2000 ). The 
combined use of these data has also improved the predictions of numerical 
ocean circulation models (e.g., Ezer and Mellor 1997 ). One of the most 
significant applications of remote sensing to numerical models has been the 
assimilation of sea surface temperature (SST). Despite the improvements 
associated with incorporating these data in open-ocean models, there is still 
much work to be done to improve numerical simulations of the coastal ocean. 

a. Background 
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The operational satellite sensor systems produce data of varying resolution 
and quality. The polar orbiting Advanced Very High Resolution Radiometer 
(AVHRR) satellites have a pixel size of order 1 km and provide SST precision 
of order 0.15°C. Present Geostationary Operational Environmental Satellites 
(GOES) and GOES variable (GVAR) infrared systems are able to deliver 4-
km pixels. GOES SST data are generally less accurate than AVHRR, with an 
SST precision of order 0.2°C. Whereas a two-satellite AVHRR system 
potentially yields four looks at the same region during a 24-h period, a single 
GOES-8 system yields potentially 48 looks at the same region. Multiple ocean 
color observing satellite systems also exhibit differing characteristics in 
temporal and spatial resolution. 

Multichannel AVHRR data are combined to form the Multi-Channel Sea 
Surface Temperature (MCSST) database (Barton et al. 1989 ). A nonlinear 
SST algorithm (NLSST) that incorporates an initial estimate of the SST field 
is in common use today. The Naval Oceanographic Office generates MCSST 
(NLSST) products using multiple pixels, which are combined to form 
averages with spatial resolutions that vary from 50 km for global fields to 4 
km for local products. MCSST products from other organizations have similar 
resolutions. This procedure produces a more uniform product but removes the 
kilometer-scale variability observed in the original data. This averaging is not 
a serious problem for larger areas, but it can obscure important processes such 
as river plumes in coastal areas (Walker et al. 1996 ). Previous studies have 
led to several conclusions with respect to using AVHRR-derived SST: 1) the 
SST measurement is of the skin temperature and not the bulk temperature 
(Schluessel et al. 1990 ); 2) atmospheric water vapor partly affects the 
retrieval of SST, but no independent water vapor datasets are used in the 
algorithm (Emery et al. 1994 ); and 3) cloud masking can be minimized by 
taking the warmest pixel at a fixed location over all images within 1 week. 
The logic is that clouds are “cold,” and they move much farther in 1 week 
than ocean features. This last point has led to the use of compositing in 
producing SST retrievals for operational use. 

Operational ocean prediction systems use remotely sensed SST and satellite 
altimetry in numerical models to varying degrees (Anderson and Robinson 
2000 ; Rhodes et al. 2002 ; Gangopadhyay and Robinson 2002 ). However, 
extending SST data downward within the water column using only a few 
measurements remains problematical. In the deep ocean, the availability of 
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databases and the dominance of geostrophic flow allow the use of statistical 
approaches (Carnes et al. 1990 ; Mitchell et al. 1996 ). The generation of 
temperature profiles is further aided by the moderately slow changes in ocean 
temperature away from the coast. Thus, assimilation of satellite sea surface 
height and sea surface temperature is routinely used today with good results 
for deep-basin mesoscale circulation modeling (Fox et al. 2002 ; Rhodes et al. 
2002 ). 

The U.S. Navy coastal ocean forecasting program aims to maximize the use 
of remotely sensed and in situ data for ocean circulation, surface wave, and 
turbidity modeling. In support of this objective, several methods of combining 
model predictions and observations have been developed under the Northern 
Gulf of Mexico Littoral Initiative (NGLI), which is implementing an ocean 
forecasting system using high-resolution numerical models (Ahsan et al. 
2002a ,b ; Blumberg et al. 2000 ). NGLI uses airborne and satellite remotely 
sensed data for SST, salinity, and turbidity for ocean model evaluation and 
model initialization and assimilation (Blaha et al. 2000 ; Gould et al. 2001 , 
2002 ). Although comprehensive measurement programs have been conducted 
on the U.S. continental shelf [e.g., the Louisiana–Texas Shelf Physical 
Oceanography Program (LATEX)], most coastal data are not generally 
available for use in developing statistical methods such as optimal 
interpolation (OI) utilizing satellite-derived SST. This is especially true for 
areas outside the continental United States. 

Previous work indicates the usefulness of developing methods for deriving 
three-dimensional temperature and salinity fields in the coastal ocean (Keen 
and Murphy 1999 ; Keen and Walker 1998 ; Keen and Arnone 1997 ), but 
these methods are dependent on the availability of remotely sensed ocean 
surface variables. The current study explores techniques used to employ 
remote sensing data from AVHRR, GOES, the Sea-viewing Wide Field-of-
view Sensor (SeaWiFS), and airborne sensors for initializing shallow-water 
circulation models. Sampling difficulties are a major impediment to coastal 
ocean data assimilation. Temporal and spatial variability of water properties 
on the inner shelf and within estuaries arises from wind setup, river discharge, 
and inshore instrusions of offshore waters. This variability demands high-
resolution observations. However, those satellite systems able to spatially 
resolve this variability of sea surface temperature and ocean color suffer from 
the blocking effects of clouds. 
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Adding to the difficulty of acquiring cloud-free remotely sensed fields of 
SST in coastal areas is the problem that sea surface sensing systems do not 
reveal the vertical stratification of the water column. For example, 
stratification of temperature and salinity increases during periods of low winds 
and away from channels (where tidal flow is stronger). Wintertime mixing 
effects remove vertical stratification in shallow estuaries while increasing 
horizontal stratification across the shelf. One reason for using high-resolution 
surface observations (1-km AVHRR-derived SST) for model initialization is 
that archived in situ observations show vertical gradients that correlate to 
surface observations in some domains. In these cases, ascribing the vertical 
gradient information to the observed surface data enables three-dimensional 
fields of temperature and salinity to be generated for initial conditions. It is 
likely that studies of this correlation will permit the derivation of a more 
accurate, physically realistic stratification in coastal waters. 

b. Objective 

The preceding paragraphs indicate the immensity of the problem of 
assimilating remotely sensed and in situ data into numerical coastal ocean 
circulation models. In light of these difficulties, this paper will address a small 
but important part of the problem. Before any attempt can be made to produce 
realistic three-dimensional temperature distributions, it is necessary to have a 
complete description of the surface temperature field. Therefore, the primary 
objective of this paper is to describe a straightforward method of building a 
three-dimensional temperature field that may be used to evaluate and initialize 
high-resolution baroclinic numerical models of estuaries and coastal seas. In 
order to effectively utilize this method, a simple technique for projecting this 
surface distribution downward into the water column is described. 

The method will be demonstrated using AVHRR-derived SST fields from 
the Mississippi bight region (Fig. 1 ). In an attempt to evaluate the utility of 
this technique, it will be compared to a statistical approach (OI) using model 
simulations initialized using both OI and the method described herein. 
Temperature fields are the initial focus but the method is equally applicable to 
salinity, suspended solids, and water optical clarity as well. 

 
2. Methods Return to TOC 
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The method of producing realistic three-dimensional fields of temperature 
described in this paper entails two steps: 1) correcting available SST fields 
from AVHRR for missing data due to clouds and 2) extrapolating the two-
dimensional SST fields into the subsurface using either measured or synthetic 
temperature profiles. The method described herein is applicable to any surface 
field. However, it has been developed to address specific problems that have 
occurred in our efforts to initialize coastal circulation models. 

This method is applied to 1-km AVHRR-derived SST fields only. This high-
resolution product is necessary in order to capture the potential SST 
variability within the study area. Furthermore, only individual SST products 
are considered, even though composites may be necessary at some locations 
and times. This study thus focuses on the most difficult assimilation problem. 
A fundamental assumption of this approach is that it is necessary to capture 
the observed variability in SST. This assumption is probably not justified for 
simulating large regions; however, the Mississippi bight study area 
encompasses only 2° of longitude. Furthermore, within this domain, the 
exchange of cold water through narrow channels between barrier islands 
separating the open water of the bight and the enclosed water of Mississippi 
Sound is important. This focus dictates the use of the highest-resolution SST 
fields that can be acquired. 

In order to evaluate the usefulness of the declouding software described in 
this paper, it is compared to a more traditional method. Optimal interpolation 
is typically used for large areas where climatologies exist (e.g., Fox et al. 
2002 ). It will be used in this study to produce cloud-free SST fields using the 
same data as are available to the manual declouding program user. The 
interpolated temperature fields will be assimilated into a coastal circulation 
model, which will permit a realistic assessment of the utility of the OI and 
decloud methods. 

a. A Matlab-based graphical user interface for image editing 

The manual processing technique described in this section is intended to 
allow the user (e.g., coastal modeler) to replace missing and bad values in 
high-resolution remotely sensed data based on a subjective analysis of the 
recent history of SST in the area as well as fronts, eddies, and filaments that 
may be visible in the data. Thus, this technique is hereinafter called the 
subjective interpolation method (SIM). The results of applying SIM are not 
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repeatable, even by the same user, as are those from a statistical approach like 
OI. Nevertheless, it is considered a reasonable alternative to not utilizing the 
available imagery and, thus, being forced to use inaccurate data from another 
time period or, worse, a single profile for the entire region. There is no 
mathematical rationale for the method described herein, but it does utilize 
available data to approximate the missing values. Furthermore, because the 
missing values are selected based on the user's evaluation of the available 
data, they are not randomly determined from a mathematical algorithm that 
has no functional relationship to the data. 

This section discusses algorithms that have been developed to simplify the 
manual editing procedure. The user does not need to be a skilled remote 
sensing analyst because a checklist acts as a guide to decision making during 
the editing process. However, the more knowledgeable user will undoubtedly 
produce a better SST field. The editing guidelines, which are based on 
principles of image analysis, compose as small a number of steps as possible. 

The graphical user interface (GUI) and cloud-editing algorithms have been 
developed using MATLAB. The main menu includes a menu window (not 
shown), which provides menus to adjust declouding parameters, derive 
subsurface layers, navigate the image, and print. The GUI also includes a 
main image window (Fig. 2 ), which displays the field that will be 
declouded with a color bar. The buttons on the left allow for various 
manipulations; zooming, adding temperature contours, deforming, the field 
and filling a region are the most frequently used operations. The user may also 
find it useful to overlay a coastline and temperature contours. Typically, the 
user compares the SST field to be declouded with SST fields from previous 
days, or from other sources such as GOES, microwave imagery, and 
climatology. If a reference image is available, it is also useful to display the 
temperature contours of the reference image on the main image or display the 
reference image itself. 

Problems in SST images fall into three main categories: 1) cloud cover, 2) 
sensor corruption near land, and 3) errors in navigation of the remote sensing 
image before processing it for SST. Clouds can occur either in open water or 
partly over land. Corruption near land can often be corrected using offshore 
SST values. Navigation errors require considerable care to correct and may 
necessitate reprocessing of the original image if they are large. 
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The image declouding software uses three primary modes of operation: 
contour deformation, filling, and eddy placement. These features are described 
in this section. In addition to the description in the text, these modes are 
controlled by user-set parameters. Parameters for the deformation, fill, and 
eddy modes are adjusted in the “parameter” pulldown menu from the menu 
window. 

 1) CONTOUR DEFORMATION 

Contour deformation is useful in bringing offshore water to the coast to avoid 
problems of temperature corruption near the coast. Contour deformation mode 
is selected by clicking the left mouse button (MB1) on the “deform” button on 
the main menu (Fig. 2 ). The process of contour deformation is relatively 
simple; the user selects the origin and destination points by clicking MB1 on 
the selected points within the image. It is important to note that during this 
process, neighbors of the origin and destination points are affected to various 
degrees by the deformation process. All points that fall within a selected 
distance of the origin point are affected: features in front of the origin point 
with respect to the deformation are compressed while features behind are 
expanded. 

Mathematically, the contour deformation process can be defined as follows. 
Defining x1 and x2 as the coordinates of the origin and destination points, 

respectively, gives V, the displacement vector given by  

V = x2 − x1.  (1)
 

The adjusted length n  is given by 

n  = |V| E,  (2) 

where E is an influence constant that is set to 1.5 by default. If it is assumed 
that xp1

 are the initial coordinates of a neighboring point, the distance 

between the neighboring point and the origin point is 

d = |xp1
 − x

1
|.  (3)

 

After deformation of the field, the neighboring point is moved to its final 
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coordinates: 

 

The last step of the contour deformation process is to interpolate the 
deformed field to a uniformly spaced grid. As an example of contour 
deformation, the coastal clouds seen in Fig. 3a  are removed by bringing 
offshore water over land. Note, however, that the eddy south of the coast 
should not be deformed; thus, the contour deformation process is completed in 
a series of small displacements that avoid affecting the neighboring eddy. The 
resultant SST field (Fig. 3b ) contains a few artifacts, which can be removed 
(Fig. 3c ) using filling as discussed in the next section. 

 2) FILLING 

The fill operation consists of delineating a region with multiple clicks of 
button MB1, and doing a cubic interpolation (the default) of the region based 
on Delaunay triangulation (Yang 1986 , 446–449). The set of points to be 
interpolated consists of all x such that 

 

where (xc) is the value at each selected point xc, (x) is the value at location 

x, and T is a tolerance. The selected points xc are joined to form Delaunay 

triangles, which are used in interpolating to the new points x. Equation (5) 
guarantees that (x) falls between the minimum and maximum selected values 
within a prescribed tolerance. The use of a tolerance T permits the interpolated 
value to vary slightly from the values at the triangle vertices and permits a 
smoother transition between the actual and interpolated fields. The tolerance T
is found from 

T = {max[ (xc)] − min[ (xc)]} · (0.01).  (6)
 

The fill mode is entered by clicking the “fill” button on the main menu (Fig. 
2 ) with button MB1. Vertices for the region to be contoured are selected by 

Page 9 of 31A Simple Method of Deriving Three-Dimensional Temperature Fields Using Remotely S...

9/28/2004http://ams.allenpress.com/amsonline/?request=get-document&issn=1520-0426&volume=0...



clicking button MB1 at all selected points (Fig. 4a ). Clicking the middle 
mouse button (MB2) closes the contour and starts the filling process. Clicking 
the right mouse button (MB3) cancels the fill process. The fill procedure can 
produce artifacts (Fig. 4b ), which can be removed by smoothing (Fig. 4c 

). When dealing with a large cloud-covered region, it may be difficult to 
find good vertices, in which case it is possible to bring cloud-free values into 
the cloud-covered region with contour deformation. For large cloud-covered 
regions, it is important to look at images from previous days or other sensors 
to estimate the underlying structure. 

 3) ADDING EDDIES 

The third mode that can be used to complete missing structures in the input 
field is entered by clicking button MB1 on the “eddy” button on the main 
menu (Fig. 2 ). This mode can be used to add a circular feature of a 
prescribed size and magnitude anywhere on the image. This mode should be 
used to correct images where there is clear evidence of the existence of an 
eddy that is mostly obscured by cloud cover. After adding an eddy, it should 
be modified to blend with the background field using the fill and contour 
deformation modes. 

b. Generating temperature profiles 

The primary application of this software is to generate accurate three-
dimensional temperature fields for assimilation into high-resolution numerical 
models. This means that a subsurface temperature distribution must also be 
generated. To assist in generating complete three-dimensional fields, a simple 
algorithm has been added to the decloud software to project the SST into the 
water column. Temperature profiles in coastal areas are highly variable, as 
seen in typical profiles from the Mississippi bight measured during an NGLI 
cruise in January 2000 (Fig. 5 ). The profiles with colder water at the 
surface were measured within the sound and reflect inflow from rivers. 
Ongoing work is examining methods of incorporating profile data when 
generating three-dimensional temperature distributions (e.g., Gangopadhyay 
et al. 2003 ), but this effort is beyond the scope of the present study. Keen and 
Murphy (1999) discuss some methods of accomplishing this if sufficient 
profile data are available. For now, the user has the option of controlling the 
specific structure of the regional profile with user-set parameters in a 
parametric profile model. 
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The subsurface layers are generated from an exponential equation:  

 

where Ts and TB are the surface and bottom temperatures, respectively; z
ML

is 

the depth of the mixed layer; and A is an exponential coefficient that is used to 
adjust the shape of the depth profile. The parameters TB, A, and ZML are 

adjusted by selecting “parameters for 3D temperatures” from the “3D” 
pulldown menu on the menu window. By default, the depth of the mixed layer 
Z

ML
 is set to 4 m, the bottom temperature TB is set to 16.52°C, and the 

exponential coefficient A is set to 0.85. The surface temperature TS is taken 

from the corrected SST field. These parameters may be modified to better 
match observed conditions. Subsurface layers are output at predetermined 
depth levels z set by the user in a file named dform_3d.m. Equation (7) can 
produce a large range of temperature profiles (Fig. 6 ) that are similar to 
those from the Mississippi bight. It is thus a reasonable representation of the 
temperature profiles found in the coastal ocean. It is up to the user to 
determine the optimal profiles for their application. 

c. Optimal interpolation 

Traditionally, oceanographers have resorted to climatologies derived from 
available historical data to generate three-dimensional fields of temperature 
(e.g., Teague et al. 1990 ). Recently developed statistical tools like the 
Modular Ocean Data Assimilation System (MODAS; Fox et al. 2002 ) 
supplement these climatologies by merging data from disparate sources such 
as satellites, historical ship measurements, and profiles. The method presently 
employed by MODAS to combine these data is OI (Bretherton et al. 1976 ), 
which is a common technique for combining an initial background field and 
measured data using a model of how nearby data are correlated. The 
correlation is often assumed to have a simple exponential or Gaussian form 
that includes length and time scales. Given an initial estimate of the field and 
its error, a set of data points with estimated errors, and climatology of the 
area, the OI technique provides a set of weights to apply to the data. The result 
is a new estimate of the field, including an estimate of its accuracy. 
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The MODAS system contains two quality control routines for observations: 
1) a cross-validation method based on an assumed error correlation model and 
2) a method that normalizes the observation's deviation from a background 
field using the known climate variability and estimated background error. 
Method 2) rejects observations with normalized deviations that are larger than 
a prescribed value. In the analysis performed for this study, observations with 
deviations larger than 2.5 times the climate variability or background error are 
not used in the analysis. 

d. Model simulation approach 

The applicability of interpolated SST fields to numerical modeling is 
examined using numerical simulations of coastal flow and temperature in the 
Mississippi bight that use SST fields to derive three-dimensional temperature 
initial conditions. The interval of interest in this study is 0000 UTC 15 
January–0000 UTC 19 January. The purpose of the numerical simulations is 
to evaluate the effect of using interpolated temperature fields in this shallow 
water region. This objective is complicated, however, because cloud-free 
AVHRR images with temporal spacing of order 48 h were not available for 
this study. Thus it is necessary to synthesize SST fields using a numerical 
model. This is a considered to be a reasonable approach because the purpose 
of this study is to evaluate the OI and SIM techniques and not the numerical 
model, which is treated as ground truth for this purpose. 

The OI and SIM techniques are compared in the following manner. First, a 
baseline model simulation is run with a three-dimensional temperature initial 
condition generated from a relatively cloud-free image and the synthetic 
temperature profiles discussed above. This model runs for the entire 96-h 
period and SST fields are saved at 48 and 96 h. An artificial cloud is added to 
the 48-h SST field (0000 UTC 17 January) using the eddy feature of the 
declouding program (Fig. 7 ). This idealized cloud has a temperature that is 
10°C lower than the original data. The halo around the cloud is similar to the 
halos observed in AVHRR images that are affected by clouds. The OI method 
is applied to this SST field using the 0000 UTC 15 January SST field as the 
background, and climatological variability as the assumed background error 
variance. This interpolation is performed on the surface distribution only 
because the purpose is to compare the two methods of correcting cloud errors. 
Therefore, profiles are calculated using Eq. (7). The SIM is also performed on 
the SST field from the model at 0000 UTC 17 January. The numerical model 
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is then run in parallel simulations for 17–19 January with the temperature 
distributions from the OI and SIM techniques. The initial and final SST fields 
from these parallel simulations are discussed below. 

The output from the declouding program consists of hierarchical data format 
(HDF) or text files. These files are checked for completeness before passing 
them to the numerical model. It is also a prerequisite that the input 
temperature fields are spatially larger than the model grid. This is important 
because the satellite images are processed by other agencies, which are 
unaware of later applications of the data; thus, the regional coverage of the 
AVHRR fields may vary significantly between consecutive images. Merging 
several fields to cover larger areas, or preprocessing the images before 
declouding, may be required. 

The Princeton Ocean Model (POM; Oey and Chen 1992 ) is used in this 
study. The POM solves the primitive equations for momentum, as well as 
salinity, temperature, turbulent energy, and a turbulence length scale (Mellor 
and Yamada 1982 ). This model uses split modes; a small time step is used to 
solve for the depth-integrated flow (external or barotropic mode) and a larger 
time step is used to compute three-dimensional variables (internal or 
baroclinic mode). The model uses a terrain-following σ-coordinate system in 
the vertical. The input to POM can include bathymetry, initial three-
dimensional salinity and temperature fields, heat and momentum fluxes at the 
surface, and the water surface anomalies, transports, and temperature and 
salinity values at open boundaries. The simulations are run on a Cartesian grid 
with cell sizes of 777 and 898 m along the x and y axes, respectively (Fig. 1 

). There are 11 sigma levels in the vertical and the maximum water depth is 
280 m, which only occurs at the southeastern corner of the grid. Most water 
depths within the Mississippi bight are less than 50 m. 

Atmospheric forcing for this study consists of wind stresses only. Uniform 
winds measured at National Oceanographic and Atmospheric Administration 
(NOAA) buoy 42007 (Fig. 8 ; see Fig. 1  for location) are used for the 
model simulations described below. No heat fluxes are applied to the POM 
because of the uncertainty of these calculations in coastal areas, especially for 
short simulations. This simplification is considered reasonable because of the 
focus of this work on the interpolation techniques rather than the numerical 
model. The Naval Oceanographic Office compiled the bottom topography 
from a variety of sources, including the National Ocean Service 3  database. 
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The POM has an open boundary condition that includes the following: 1) tidal 
elevations and depth-integrated transports from the Advanced Circulation 
(ADCIRC) database for the East Coast and Gulf of Mexico (Leuttich et al. 
1992 ), 2) relaxation of temperature to the initial condition on inflow, and 3) a 
radiation condition for both baroclinic and barotropic waves generated within 
the model domain (Flather 1976 ). No river inflow is used for these 
simulations and the salinity is constant at 35 psu. 

 
3. Results Return to TOC 

The time period used for the model simulations was selected based on the 
availability of relatively cloud-free AVHRR images with sufficient thermal 
structure to examine the influence of the OI and SIM interpolation approaches 
on model-predicted SST. The atmospheric forcing from 15 to 19 January 2002 
is also important in evaluating the relative impacts of model-induced mixing 
and transport on the predicted temperature distributions. 

The simulation interval is characterized by weak and variable winds during 
the prefrontal phase of a front that passed over the region during 18–19 
January, with peak winds at buoy 42007 of 10.6 m s−1 at 0400 UTC 19 
January (Fig. 8 ). The wind rotated clockwise at about one revolution per 
day prior to frontal passage. The baseline model simulation begins on 15 
January, when the winds were from the southwest at 3.1 m s−1. The wind 
speed remained weak until 0000 UTC 17 January, at which time the SST field 
from the model was used to generate new three-dimensional temperature 
fields. Finally, the wind steadily increased on 18 January and reached a speed 
of 9.3 m s−1 with a northwesterly bearing as the front passed. The wind speed 
weakened during the postfrontal phase and reached a minimum of less than 1 
m s−1 on 21 January. 

a. Flow and SST predicted by the baseline simulation 

This discussion of coastal flow within the Mississippi bight is intended to 
demonstrate the effect of local advection and vertical mixing on the simulated 
SST distribution. Thus, the focus is on the simulated currents and water levels 
on 17 January rather than on examining the detailed flow during the entire 4-
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day period of the baseline simulation. This will allow the important 
hydrodynamic forcing to be elucidated. The POM applied to this region has 
been validated in a previous study using tidal and wind-driven currents and 
water levels (Keen 2002 ). 

The simulated flow within this region (Fig. 9 ) is dominated by a diurnal 
tide with a range of less than 1 m. The tidal wave propagates from east to 
west, entering Mississippi Sound near Mobile Bay and exiting through 
Chandeleur Sound in the southwest. Maximum currents of more than 0.5 m 
s−1 are predicted within the passes between barrier islands. Overall, because 
of the weak winds on 17 January, surface currents in the open water of the 
bight are primarily tidal with predicted magnitudes of less than 0.3 m s−1. 
Despite the weak flow, the Mellor–Yamada turbulence closure in POM 
predicts moderate vertical mixing, which acts to weaken the thermocline and 
deteriorate the SST prediction for runs longer than 24 h if surface heat flux 
and open-ocean boundary conditions are not applied. 

The impact of vertical mixing in the POM can be seen in maps of the 
evolving SST field from the model (Fig. 10 ). The SST field at 0000 UTC 
15 January (Fig. 10a ) reveals a curved filament of 17°C water within the 
bight. There is also some intrusion into the eastern end of Mississippi Sound 
because of tidal mixing at the passes between barrier islands. The surface 
temperature inside the enclosed western waters is approximately 10°C. This 
SST field is not used in the interpolation simulations, but it is used as 
climatology for applying the OI method. It is also used as a reference image 
for the SIM technique. 

The temperature of the filament has decreased to less than 13°C on 17 
January (Fig. 10b ) because of turbulent mixing and advection in POM. 
However, the fundamental structure of the feature persists. The temperature 
inside the eastern Mississippi Sound has increased slightly with the 
introduction of warmer water by tidal intrusion. There is also evidence that 
warmer water has passed over the shoal at the southern end of the Chandeleur 
Islands. This SST field will be used to derive the initial conditions for the 
interpolation runs that are discussed below. 

The SST field on 19 January (Fig. 10c ) retains the basic outline of the 
warm filament. Furthermore, the mean temperature of the feature remains 
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above 12°C, although its edges are less distinct. A few patches of slightly 
elevated temperatures (less than 1°C above background) are also predicted at 
the landward coast within western Mississippi Sound. This is remnant 
offshore water moving with the mean tidal flow. A warmer filament (about 
1.5°C elevated) is also propagating up the sound side of the Chandeleur 
Islands. By the end of the 4-day simulation, the influence of the original warm 
offshore filament can be seen throughout the sounds, but it has not penetrated 
into the extreme western reaches of Mississippi Sound. 

The changes in SST predicted by the baseline simulation are due to 
horizontal advection by surface flow (Fig. 9 ) and by vertical turbulent 
mixing by current shear. This process is represented by the Mellor–Yamada 
mixing model, which has been shown to reasonably reproduce mixing in 
stratified water (e.g., Burchard et al. 1998 ; Keen and Glenn 1998 ). The large 
temperature gradient introduced into the numerical model by the 17°C surface 
water of the filament is not matched by a salinity gradient in the model. Thus, 
turbulent mixing dramatically reduces the SST field within 48 h (Fig. 11 ). 
This surface cooling is accompanied by deepening of the thermocline, but the 
weak surface flow during the simulation period does not erode stratification 
further. The persistence of stratification indicates that the results are 
meaningful. It is expected that a time-dependent open boundary condition and 
including salinity profile data would significantly improve the model 
predictions. 

b. SST predicted by the optimal interpolation simulation 

The POM as used in these simulations is run in prognostic mode, which 
means that all of the variables are computed, whereas temperature and salinity 
are typically held fixed for the diagnostic mode. Thus, the computed 
baroclinic currents for the OI and SIM simulations are significantly different 
from the baseline simulation, which started 2 days earlier with a different 
temperature field. Nevertheless, the magnitudes of the simulated currents in 
the OI and SIM simulations will be similar to those presented in Fig. 9  
because of the dominance of tidal and wind-driven flow in the simulations. 
This section, as well as the next section on the SIM simulation, will, therefore, 
focus on the predicted SST distributions only. The currents predicted by the 
OI and SIM simulations are very similar and will not be discussed. Although 
hydrodynamic adjustment to the temperature artifacts introduced by 
interpolation methods can be important, it is beyond the scope of the present 
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study because baroclinic flow is weak in these simulations. This question is 
more important for studies of strongly baroclinic flows such as coastal jets. 

The SST field generated by the OI method for 17 January (Fig. 12a ) 
shows some significant differences from the baseline model. The warm 
filament that is seen in the baseline run (Fig. 10b ) has been cut off, 
producing an eddy with a higher temperature than in the baseline SST field. 
This interpolated field has a bias of approximately −0.4°C (the OI temperature 
is lower than the baseline) and an rms error of 1.52°C (see Table 1 ). This 
partly reflects the choice of weighting factors used in the interpolation as well 
as the method used to determine which cells have valid SST values. This 
problem is examined in more depth in section 4. 

The impact of higher SSTs on subsurface temperature is evident in the 
profile on 17 January (Fig. 13a ), which shows a 3.5°C SST anomaly at the 
center of the cloud. An additional error has been introduced in the subsurface 
temperatures of the OI and SIM simulations by using Eq. (7) to calculate 
profiles instead of using the profiles from the baseline run. This error is an 
artifact of the experimental design, which uses a numerical model to supply 
baseline SST fields rather than a remotely sensed estimate. This study is not 
examining subsurface error, however, and the same technique was used for 
both the OI and SIM temperature profiles. Thus, the additional error in 
simulated SST fields due to stratification will not introduce a bias for either 
interpolation method. Nevertheless, it is useful to be aware that there will be 
some influence of this subsurface error for these experiments. 

The numerical model acts to smooth out perturbations in the SST field 
through vertical mixing and advection. Thus, the SST field predicted by the 
OI simulation on 19 January (Fig. 12b ) has a lower bias (less negative) and 
a smaller rms error (Table 1 ) than on 17 January. The warm eddy remains, 
however, because of the weak horizontal mixing and the temperature 
stratification (Fig. 13b ), which damps the vertical turbulent mixing. Most of 
the error is due to this persistent eddy, which is apparent in the 1.2°C anomaly 
at the surface on 19 January. Stratification is persistent in the OI simulation 
and SST remains 1°C higher than in the baseline run. Note that SST has 
increased by about 0.5°C in the baseline run, rather than decreasing, because 
of the shoreward advection of warmer water. This advection is masked in the 
OI run by vertical mixing with water from a depth of 5 m, which is below the 
thermocline. 
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c. SST predicted by the subjective interpolation method simulation 

The SIM technique, as applied using the declouding software, permits the 
user to select which points are valid using subjective criteria. Thus, using the 
same reference image as the OI method (Fig. 10a ), the user determines that 
the warm filament should be continuous rather than being cut off to form an 
eddy as in Fig. 12a . The resulting SST field (Fig. 14a ) on 17 January 
more closely resembles the baseline run (Fig. 10b ). This similarity is 
reflected in an SST bias of less than −0.3°C and an rms error of less than 1°C 
(Table 1 ). The relatively small error is caused by the lower temperature 
values that have been interpolated into the artificial cloud area. The SIM 
approach always uses fill values that are proximal to the bad pixel, which 
prevents large values from being calculated based on climatology or distant 
cells within the image. The temperature profile on 17 January (Fig. 13a ) 
reveals an error of less than 1°C at the surface whereas the subsurface profile 
reflects the use of Eq. (7) rather than the profile from the baseline run. 

The warm filament is barely discernable in the SST field from the SIM 
simulation on 19 January (Fig. 14b ) and the temperature is cooler as well. 
The generally lower temperature relative to the baseline run is visible in the 
profile (Fig. 13b ). This lower SST is caused by mixing with water from 
below the thermocline as in the OI run. The resultant SST bias, however, has 
increased to −0.71°C, which is higher than the bias of the OI run. The rms 
error has also increased but not by as much. The larger SST bias and rms error 
is caused by vertical mixing with water from beneath the thermocline. 

 
4. Discussion Return to TOC 

The problem of preprocessing AVHRR images to remove the effects of 
clouds, land, and navigation errors can be decomposed into two fundamental 
steps: 1) identify bad pixels (quality control) and 2) interpolate from regions 
of good pixels to replace the bad values. The OI and SIM approaches are quite 
similar in how they address step 2 in this study, because of the availability of a 
good image from only 48 h prior to the analysis. This similarity of 
interpolation methods is why the SST fields seen in Figs. 12a  and 14a  
resemble each other except for the dissection of the warm filament by the OI 
technique (Fig. 12a ). 
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The primary difference between these methods is in the selection of the 
values to use in the interpolation; the OI method uses the field from the 
reference image in a statistical manner whereas the user makes this selection 
in SIM. In order for bad pixels to be identified by the automated cross-
validation method, they must have unique values. This does not occur in the 
artificial cloud in Fig. 7 . The nearly uniform values within the cloud are 
well correlated and thus pass the cross-validation test. The second quality 
control method rejects observations with normalized deviations that are larger 
than a prescribed value. Values inside the cloud are properly rejected by this 
method, but cold temperatures in the cloud halo are passed to the OI analysis. 
In addition, the general surface temperature cooling between the 15 January 
field, which is used as background for the OI analysis, and the 17 January 
field that was used as data (Fig. 10 ), caused the quality control to reject 
some of the valid pixels. The apparent SST change over 48 h is not unusual 
for the shallow-water coastal domain simulated in this experiment. More 
sophisticated and conservative algorithms for removing cloud contamination 
are used in operational processing of AVHRR SST data, but they produce 
datasets with lower horizontal resolution that do not preserve small-scale 
features. The SIM user, however, has no difficulty identifying the SST pattern 
associated with the cloud and thus removes all of the questionable pixels. 

The SIM technique allows the user to determine which pixels are valid 
(quality control) and modify them based on available imagery and personal 
experience. Because of this subjectivity, however, there are significant issues 
regarding the robustness of the interpolated fields. This study does not 
examine these questions, which can only be properly addressed by perceptual 
tests like those conducted as part of software applications development (e.g., 
Wegenkittl et al. 1997 ; Trafton et al. 2000 ; Vickery 2003 ). However, this 
subjectivity is also the strength of the SIM approach because of the facility 
with which human beings can derive information from complex images. In 
this respect, the greatest advantage of SIM is the ability of the user to 
recognize bad pixels. 

The SST fields predicted by the OI and SIM simulations differ from the 
baseline because of the initial errors introduced by preprocessing, and the 
nonlinear interaction of the interpolated three-dimensional temperature fields 
with the circulation. The feedback between the temperature field and the flow 
can be treated as vertical and horizontal processes. Horizontal feedback is not 
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as important in this study because the flow field is dominated by tidal and 
wind-forced circulation. The effect of vertical feedback is seen in the different 
response of the interpolated runs compared to the baseline. The baseline 
profile on 17 January (line in Fig. 13a ) reflects a longer history of mixing 
whereas the OI (solid square in Fig. 13a ) and SIM (solid circle in Fig. 13a 

) runs have temperature profiles that are not in equilibrium with the 
turbulence and flow fields. Thus, by 19 January the temperature field in the 
baseline run (line in Fig. 13b ) contains warmer water near the surface 
because of advection within the mixed layer whereas the interpolated runs 
have not yet developed equilibrium temperature profiles. 

The Mississippi bight encompasses shallow bays, estuaries, and open-shelf 
environments. The temperature field varies both spatially and temporally 
between and within these local environments. This study focuses on a warm 
filament in the open-shelf environment because of the availability of good 
AVHRR images with visible features. The presence of rivers, barrier islands, 
shallow sounds, and deepwater eddies and filaments is common in coastal 
areas; therefore, the Mississippi bight is a representative coastal area with 
respect to the temperature field. The ability of the SIM approach to perform 
slightly better than the OI method indicates that this is a useful technique for 
initializing temperature distributions. It is expected that its skill over other 
methods will improve in more complex coastal environments or in cases 
where data are sparser, because of the ability of humans to identify the 
important patterns in the remotely sensed images. 

In determining the usefulness of the SIM technique, one must first determine 
the importance of accurately assimilating SST into numerical models. The 
coastal temperature field is important for understanding biological processes 
like the development of harmful algal blooms, primary production associated 
with thermal fronts, and the health of shellfish beds. Thus, it is necessary to 
accurately predict the temperature field even when it does not dominate the 
coastal flow. However, in the case of strong baroclinic flows as in estuaries 
and coastal jets, there are direct effects that occur on subkilometer scales. 
Being able to assimilate SST or surface salinity into models of this 
phenomenon would clearly improve the accuracy of simulations of these 
processes (e.g., Xu et al. 2002 ). 

 
5. Summary and conclusions Return to TOC 
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This paper describes a method for removing cloud artifacts from AVHRR-
derived SST fields. The cloud-editing software is based on MATLAB 
products and thus offers graphical user interfaces that allow interactive and 
intuitive manipulation of the satellite-derived fields. This work also describes 
a method of generating synthetic temperature profiles based on observations 
in nearshore water. The subjective interpolation method (SIM) is based on 
human skill at recognizing patterns in complex images whereas automated 
methods like optimal interpolation (OI) rely on climatology and available data 
to complete both quality control and interpolation functions. 

The usefulness of the three-dimensional temperature fields produced by SIM 
is demonstrated by comparison between matched simulations with the 
Princeton Ocean Model. A baseline simulation was completed for 15–19 
January 2002 using an SST image from 15 January to produce an initial 
condition. The model-predicted SST on 17 January was then used to produce 
new SST fields after a large cloud was inserted. This “clouded” SST field was 
then processed using OI and SIM techniques and matched simulations are 
completed for 17–19 January. The initial SST fields produced by both 
methods contain considerable variability that cannot be captured by simpler 
methods of deriving initial conditions. Both initial SST surface fields have a 
bias of less than −0.5°C and rms errors of less than 1.5°C. After running for 
48 h, the bias and rms errors for the OI simulation are 0.3° and 1.2°C, 
respectively, whereas the same errors for the SIM run are 0.7° and 0.9°C. 

This method will prove most useful for coastal areas where the highest-
resolution SST data are required. The SIM approach is a general method that 
should be equally applicable for other ocean variables such as salinity and 
suspended solids. It is not generally applicable to large regions, however, 
where MCSST-based OI methods do not have the same problems of quality 
control that occur in this study. The best approach is to take advantage of the 
human facility for pattern recognition in completing the quality control step 
and use automated OI methods to produce valid fields. Furthermore, it is 
important to incorporate observations wherever possible in generating 
temperature profiles. 
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TABLE 1. SST error (°C) for OI and SIM simulations.  
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FIG. 1. Map of the Mississippi bight region; the numerical model grid covered the 

entire area.  
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FIG. 2. MATLAB GUI with example of unprocessed image. The box indicates the 

inset shown in Fig. 3 . Clouds and land are indicated by black.  

 

 
Click on thumbnail for full-sized image. 

 
FIG. 3. (a) Start of contour deformation process; origin point is shown at 30°N, 89°W. 

(b) After a few moves, the offshore water is brought inland. (c). Artifacts left after the 
contour deformation process have been removed with region filling. Clouds and land are 
indicated by black.  
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FIG. 4. (a) Selecting vertices for a fill operation to remove a small cloud. (b) Artifacts 
can be minimized by choosing vertices more carefully or by applying region filling to a 
subarea of the field. (c) Declouded area with artifacts smoothed out.  
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FIG. 5. Typical temperature profiles measured within the Mississippi bight during Jan 

2000.  

 

 
Click on thumbnail for full-sized image. 

 
FIG. 6. Synthetic temperature profiles calculated from Eq. (7) for two values of the 

parameter A; ML = mixed layer depth.  

 

 
Click on thumbnail for full-sized image. 

 
FIG. 7. SST map from 17 Jan with an artificial cloud (violet circle) centered at 29.7°N, 

88.4°W.  
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Click on thumbnail for full-sized image. 

 
FIG. 8. Wind direction and speed measured at NOAA buoy 42007 in the Mississippi 

bight.  

 

 
Click on thumbnail for full-sized image. 

 
FIG. 9. Snapshots of surface currents (vectors) overlaid on the sea surface height 

anomaly (contoured) predicted by the baseline simulation at 6-h intervals on 17 Jan 2002. 
The color bar is for the sea surface anomaly (m).  

 

 
Click on thumbnail for full-sized image. 

 
FIG. 10. SST (°C) maps from the baseline model: (a) 0000 UTC 15 Jan, (b) 0000 UTC 

17 Jan, and (c) 0000 UTC 19 Jan. The solid square indicates the location of the 
temperature profiles in Fig. 11 . 
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Click on thumbnail for full-sized image. 

 
FIG. 11. Profiles of temperature from the baseline model at 0000 UTC on 15, 17, and 

19 Jan. See Fig. 10  for location.  

 

 
Click on thumbnail for full-sized image. 

 
FIG. 12. Maps of SST (°C) predicted by the OI simulation: (a) 0000 UTC 17 Jan and 

(b) 0000 UTC 19 Jan. The solid circle indicates the location of the profiles in Fig. 13 .  

 

 
Click on thumbnail for full-sized image. 

 
FIG. 13. Temperature profiles predicted by the baseline (line only), OI (solid square), 

and SIM (solid diamond) simulations: (a) 0000 UTC 17 Jan and (b) 0000 UTC 19 Jan. 
See Fig. 12  for location of the profiles.  
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Click on thumbnail for full-sized image. 

 
FIG. 14. Maps of SST (°C) predicted by the SIM simulation: (a) 0000 UTC 17 Jan and 

(b) 0000 UTC 19 Jan.  
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